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l. Sensitivity of tensor decompositions
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A numerical experiment ...

Consider the matrix

88574 88574 2
A=-——-—— 88574 88574 2
AR 2 177146
Computing the eigenvalue decomposition VAV~ of A numerically
using Octave, we find |A — VAV, ~ 1.1-10715,

The eigenvalues are

numerical exact

0.000000000000000011.. 0O
0.9999830649121912 0.999983064912191569... = 1 — 3710
1.000016935087810 1.000016935087808430... = 1 + 3710

We found 15 correct digits of the exact solution.
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However, when comparing the computed eigenvector corresponding to
Ay = 1+ 3710 to the exact solution, we get

numerical exact

0.577350269187273
0.577350269187273
0.577350269194331

We recovered only 11 digits correctly, even though the matrix VAV
contains at least 15 correct digits of each entry.

It seems that the eigenvalues are computed more accurately than
the eigenvectors. Why is that? J
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Condition numbers

Rice (1966) defined the condition number for maps f: [ — O
between general metric spaces /, O. It quantifies the worst-case
sensitivity of f to perturbations of the input.

f(y)
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Condition numbers

Rice (1966) defined the condition number for maps f: [ — O
between general metric spaces /, O. It quantifies the worst-case
sensitivity of f to perturbations of the input.

f(y)

k[fl(x) := lim  sup disto(f(X).1y)).
[]( ) =0 st (x.y)=¢ disty(x.,y)
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The condition number implies the error bound:
disto(f(x), f(y)) < x[f](x) - dist)(x, y) + o(dist;(x, y))

for small dist;(x, y).

This is roughly the error one should expect! from numerically solving
the problem (i.e., computing f).

'Armentano (2010) shows that average and worst-case behavior are of the same
order.

Nick Vannieuwenhoven Sensitivity of tensor decompositions May 4, 2021 5/26



Assuming the eigenvalues are distinct, our computational problems
can be modeled locally as analytic functions?

A Sym(R™M) 5 R, resp. vy : Sym(R™M) — sM1

What we observed above is that

MA) = MA+ A [vi(A) —vi(A+ A)]

0.41 ~
1A]l2 1A]l2

~5.33-10°%

where [|[A[> ~ 1.1 - 10719 in this case.

2See Kato (1995) for a treatise on this subject.
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For eigenvalues and eigenvectors, in the foregoing distances, it is
known that the condition numbers are respectively®

KIMIA) = 1.
1 1
k[v4](A) = miny 2 T (A) = 3 (A)] = 5 3=10 ~2.95.-10*

This largely explains the difference in accuracy between eigenvalues
and eigenvectors in the foregoing numerical experiment.

3See Chapter 14 of Biirgisser and Cucker (2013) for one approach.
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Tensor join decompositions

Breiding and V (2018a) studied the condition number of the problem of
decomposing a join decomposition into its constituent parts:

.
ﬁl:Zﬂl,- where 7, € S;

i=1

and S; RN is (locally) a differentiable manifold.

Some examples include:
@ low-rank matrix decompositions;

@ the tensor rank decomposition, or canonical polyadic
decomposition;

@ the symmetric tensor rank decomposition, or Waring
decomposition; and

@ block term decompositions.
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Tensor rank decomposition

Hitchcock (1927) introduced the tensor rank decomposition:

ﬂzzr:a,?@---@a,d
i=1
/4 /4

B e TS I E—

The rank of a tensor is the minimum number of rank-1 tensors of which
it is a linear combination.
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The tensor rank decomposition has a beautiful geometric
interpretation, already explained in Anna Seigal’s tutorial talks.

The set of all real rank-1 tensors
S={a'@-.-@a’|a e R™\{0}}

can be equipped with a natural topology
and a smooth and metric structure.

‘ .,,,.._,,.,,Kv.,, - N
! B 05

It is a smooth submanifold of R™*~* called the Segre manifold.
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A tensor 4 is of rank at most 3, if there exist 3 points on S such that lies

in the span of these points:
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If there is a unique set of rank-1 tensors {4,

..., 4} of cardinality r
such that 4 lies in the span of these points, then 4 is r-identifiable.
Otherwise it is not r-identifiable, and this can happen:
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lll. Sensitivity of tensor rank decompositions

L7 -1 ?
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The tensor rank decomposition problem

We want to determine the condition number of the inverse* of the
tensor rank addition map

5 St — Rxxng
{217"'7%}'_)%1 +-+ A,

where S is the Segre manifold of rank-1 tensors.

L7 -7

Sh (s
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Fortunately, essentially this problem was
solved by Ulisse Dini in his 1877/1878
Lezioni d’analisi infinitesimale.

If dgg,,...212r|A, is invertible, the inverse
function theorem for manifolds states
that there exist open neighborhoods O, of
{44,....,4and Z, of 4 = 4y + - + &
and a smooth inverse function

Tr © (Zr‘or) = Id

Consequently,

da7r o d{ﬂ11,...,ﬁz,}(zr|0r) =Id.

We call 7, a local tensor rank decomposition map.
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Since 7, is a smooth map between Riemannian submanifolds of
Euclidean spaces we can apply Rice’s theorem:

Theorem (Rice, 1966)

Let T ¢ R™ be a manifold of inputs and © C R" a manifold of outputs.
Then, the condition numberoff : 7 — O atx €T is

RlfI(x) = [ldxfll2 = sup [ldxf(x)],

lIxlI=1

where dyf : TxZ — Ty()O is the derivative.

Putting Dini and Rice together:

1
OrdimS (d{ﬂ1,...,ﬂr}zr|or) '

Kl7r(4) = [l datrll2 = [(dga,... 41 Erlo) 2 =
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In other words, it suffices to understand the derivative of X, :
(d{ﬂh,...,ﬂ,}Zr‘O,) (/‘.41 e ,ﬂ,) — A+ + A

Representing this derivative in coordinates yields the so-called
Terracini matrix:*

Taa=[Q1 Q -+ Q,

where Q; is a matrix whose columns contain an orthonormal basis of
the tangent space T;S.

“For more details see Breiding and V (2018a).
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In conclusion, Breiding and V (2018a) proved the following

Theorem
The condition number of computing the tensor rank decomposition of

A=+ -+ s
’
ordims(Ta,....a)

r[rr](A) =

and oo otherwise, by convention.
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IV. A gallery of properties
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The condition number of rank-r tensors blows up to oo near the border
with tensors of higher rank (but border rank r) (Breiding and V, 2018a):
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The condition number controls the rate of convergence in
Riemannian optimization methods (Breiding and V, 2018b):
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The condition number explains the numerical instability of
pencil-based algorithms (Beltran, Breiding and V, 2019a):

15 x 15 xn

108 1012

(a) A, B, and C i.id. standard normal entries.
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The expected value of the condition number for random rank-r
tensors is co (Beltran, Breiding and V, 2019b):

\\\
< 2x2x2
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The condition numbers of rank-r approximation and decomposition
are equal at a rank-r tensor 4. General perturbations do not
increase the condition number (Breiding and V, 2021):
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The condition number is invariant under orthogonal Tucker
compression (Dewaele, Breiding and V, 2021):

74 74
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Then k[7](2) = k[m](S).



V. Conclusions

The condition number of tensor join decomposition helps us
understand the sensitivity of the output to input perturbations and
complexity of solving join decomposition problems.

If you want to know more about identifiability and sensitivity, check out
the IPAM seminar series talks:

@ Luca Chiantini, May 10
@ Paul Breiding, May 12
@ NV, May 12
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R™M>xNd js called generically complex r-identifiable if the set of
rank-r complex tensors that are not r-identifiable is contained in a strict

closed subvariety.

It is conjectured® thatif ny > --- > ny > 2,

_ ny---Ng
14+ 30 (nk — 1)

Ier

d

,and ryp =npe-ng— Y (M —1),

k=2

then the general rule, modulo a few exceptions, is:

ifd=2 —
ifr>rq —
ifny >rpandr>ry —
if none of foregoingand r < r;; —

not generically r-identifiable
not generically r-identifiable
not generically r-identifiable
generically r-identifiable

5Bocci, Chiantini, Ottaviani (2014); Chiantini, Ottaviani, V (2014, 2017)
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