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Breathing Kagome Heisenberg Antiferromagnet

SciPost Physics Submission

Figure 1: (Color online) Kagome lattice with anisotropic breathing interactions. The
AF Heisenberg exchange couplings are di↵erent on the edges of upward and downward
triangles.

to large-scale tensor network calculations based on infinite projected entangled-pair state
(iPEPS) [45–48] and infinite projected entangled-simplex state (PESS) [28, 32] methods
on the infinite 2D kagome lattice. In particular, we focus more on the large breathing
anisotropy limit and perform accurate energy analysis and finite-size entanglement scaling
of energies to try and reveal the true ground-state of the system out of the energeti-
cally competing VBC, Z2 QSL and nematic phases. Our results suggest that the U(1)
QSL phase of the isotropic kagome Heisenberg antiferromagnet is stable up to very large
breathing anisotropy J5/J4 ⇡ 0.05 and that, for larger anisotropy, it undergoes a first-
order quantum phase transition (QPT) to a critical lattice-nematic phase. We capture
the lattice-nematic ordering by accurate analysis of the energy density on every bond of
the up and down triangles of the kagome lattice in translationally invariant unit-cells with
di↵erent sizes and further reveal the critical nature of the lattice-nematic phase showing
in particular power-law spin-spin correlations along the emerging chains.

The paper is organized as follows. In Sec. 2 we introduce the BKH model on the
kagome lattice and briefly discuss the details of the iPEPS and PESS machinery we used
for evaluating the ground-state of the system. Next, in Sec. 3 we elaborate on the the U(1)
gapless QSL phase of BKH model at the isotropic point with no breathing anisotropy. We
further study the large breathing anisotropic limit of the BKH model and lattice-nematic
ground-state of the system in Sec. 4. In Sec. 5 we investigate the quantum phase transition
and full phase diagram of the BKH model. Finally Sec. 6 is devoted to a discussion and
to a conclusion.

2 Model and Method

The spin-12 breathing-kagome Heisenberg antiferromagnetic model [14, 40] is defined by

H = J4
X

hiji24

Si · Sj + J5
X

hiji25

Si · Sj , (1)

where the first (second) sum runs over edges of the upward, 4, (downward, 5,) triangles of
the kagome lattice (see Fig. 1). Here J4 and J5 are the antiferromagnetic (AF) Heisenberg
exchange couplings, respectively on the up and down triangles and Si is the spin operator
at lattice site i. As discussed above, we are interested in analyzing the ground-state
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• Kagome compounds tend to be anisotropic in nature

• Candidate Material: Vanadium Oxyfluoride compound 
[NH4]2[C7H14N][V7O6F18]

• Can Heisenberg antiferromagnets with Breathing anisotropy host QSL?

• Experimental Signatures of a QSL at  J▽ /J△≈ 0.55 Orian et al, PRL, (2017)

Clark et al, PRL, (2013)
Aidoudi et al, Nat. Chem. (2011)
Orian et al, PRL, (2017)

Phase transition?
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iPEPS, small breathing limit
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DMRG-Repellin	et	al.

Z2	QSL
*-M.	Iqbal	et	al.	

J∇/J∆=0.3

PESS	(D=13)

iPEPS-SU	(D=11)

Figure 4: (Color online) Scaling of the ground-state energy, "0, with respect to bond
dimension D at J5/J4 = 0.3. The power law scaling of energies with respect to D is
similar to the isotropic point, J5/J4 = 1, suggesting that both points belong to the
same phase.

ple and full calculation of the environment with respect to bond dimension D. We find that
"0 converges algebraically with D with power-law form "0(D) = "0 + aD�� , as shown in the
inset of the figure for both iPEPS and PESS energies. The power-law convergence of energy
with respect to bond dimension has already been suggested as a good numerical signature
of critical (gapless) systems, both in one [56] and two [27, 28] dimension. Our energies ob-
tained with both iPEPS and particularly with PESS shows the algebraic convergence, consis-
tent with a gapless ground state. Besides, we have contrasted the power-law decay of ener-
gies, "0(D) = "0 + aD�� , against exponential, "0(D) = "0 + exp(�D) and logarithmic decay,
"0(D) = "0+ log(D) (not shown in the paper) and found that the converges of our energies for
both PESS and iPEPS simulations are best fitted with a power-law decay signaling a gapless
underlying state.

We have further analyzed the energies on the upward and downward triangles of the
kagome lattice as well as correlations hS↵i .S↵j i (↵= x , y, z) on every link of each triangle in the
unit-cell and and found the same energies and correlations on both triangles with a uniform
ground-state which respects all lattice symmetries and SU(2) symmetry of the Hamiltonian
(1), thus indicating the QSL nature of the ground-state at the isotropic point.

Our best variational energy at the isotropic point is "0 = �0.436979, obtained from PESS
with D = 13 which is lower than that of Ref. [32] for D = 13 9-PESS. Let us further note that
our iPEPS energy at this point is "0 = �0.433374 for D = 11, which is slightly higher compared
to that of the PESS due to the lower maximum achievable bond dimension. Besides, it is
already known that the simplex structure of the PESS tensors can capture the three-partite
entanglement inside a frustrated kagome triangle better and, hence, is able to yield lower
energies compared to iPEPS which only captures bipartite entanglement on bonds of the lattice
[28,32].

Let us further note that characterizing the U(1) or Z2 nature of the state is a numerically
nontrivial task. The gapless spin liquid is expected to have long-ranged entanglement and
correlation functions and the U(1) state has no well-characterized topological order. We cal-
culated the reduced density matrix of the ground state obtained from our PESS simulation
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J▽ /J△= 1

J▽ /J△ =1J▽ /J△≪1

Gapless 
QSL

Gapless U(1) QSL (DMRG)

Gapless U(1) QSL (PEPS)

Gapless U(1) QSL (VMC)

Gapped Z2 QSL (PEPS)

Gapped Z2 QSL (DMRG)

Y.C.He et al, PRX (2017)
Repellin et al, PRB (2017)

Xie et al, PRX (2014)
Picot et al, PRB (2016)
Liao et al, PRL (2017)

Ran et al, PRL (2007)
Y. Iqbal et al, PRB (2013)
Y. Iqbal et al, PRB (2014)
Y. Iqbal et al, PRB (2015)

Poilblanc et al, PRB (2012)
Schuch et al, PRB (2012)
Poilblanc et al, PRB (2013)

Jiang et al, Science (2008)
Yan et al, Science (2011)
Depenbrock et al, PRL (2012)
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iPEPS, large breathing limit J▽ /J△=0.01
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Figure 5: (Color online) Scaling of the iPEPS and PESS ground-state energy per-site with
respect to inverse bond dimension D in the large breathing anisotropy limit at J5/J4 =
0.01. Our variational energies obtained with SU, FU and PESS are lower as compared to
those of Ref. [42] for U(1) QSL, Z2 QSL and VBC phases and are in agreement with the
DMRG results of Ref. [44] for a lattice-nematic phase.

rotational symmetry). However, as long as the breathing anisotropy is not too large,
we expect the QSL to remain stable. Our analysis indeed confirms that introducing
small breathing anisotropy does not destroy the QSL ground state of the spin-12 kagome
Heisenberg antiferromagnet and the uniformity and SU(2) invariance of the ground-state
are preserved at the level of each individual triangles. Nevertheless, upward triangles
will have lower energies due to larger J4 couplings compared to J5. Fig. 4 shows the
ground-state energy of the system for both iPEPS and PESS at J5/J4 = 0.3. The power
law scaling of energies with respect to D is similar to the isotropic point, J5/J4 = 1,
which suggests that both points belong to the same phase. In fact, in future sections, and
especially in Fig. 8, we will show that the U(1) QSL ground-state of the BKH model at
the isotropic point persists to very large breathing anisotropies.

We postpone further discussions regarding the stability and persistence of the U(1)
QSL ground-state of the system in the presence of breathing anisotropy to Sec. 5.

4 Large Breathing Anisotropy

In this section, we elaborate on the less studied limit J5/J4 ⌧ 1, i.e. the large breathing
anisotropic regime. In the extreme case where the couplings on the down triangles are
zero, J5 = 0, the system is composed of decoupled upward triangles with AF interactions,
with a highly-degenerate ground-state and a ground-state energy "0 = �0.25.

By switching on and gradually increasing the J5 couplings on the downward triangles,
forming an ordered ground-state becomes a highly non-trivial task. An early study based
on the short-range RVB basis [41] suggests that a gapped Z2 spin-liquid ground-state
may emerge in the presence of large breathing anisotropy. In another study based on
Gutzwiller projected wave functions, the analysis of the energy shows that the U(1) spin-
liquid phase of the BKH model undergoes a dimer instability at large breathing anisotropy

7
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Figure 6: (Color online) The lattice-nematic pattern in the large breathing anisotropy
limit at J5/J4 = 0.01 constructed from strong and weak correlations on the links of the
upward and downward kagome triangles which breaks the C3 local rotational symmetry of
the system while preserving the translational invariance in every direction on the lattice.
The correlations reported in the figure are obtained with PESS D = 13. The values on the
green links are the average correlation of the two edges (see the text for further discussion).

The nematic state breaks the C3 local rotational symmetry of the triangles while pre-
serving the translational invariance in every direction of the lattice. This is in contrast
with the VBC phase which breaks both translational and rotational symmetries of the sys-
tem [42]. The lattice-nematic state on the kagome lattice is, in fact, three-fold degenerate.
Repeating the simulations with di↵erent initial states, we found the two other degenerate
nematic states with the same magnitude of correlations on bonds but a di↵erent pattern.
This implies that in the regime of very large breathing anisotropy, the system undergoes a
dimensional reduction with three degenerate ground states that consist of almost decou-
pled chains. Let us further stress that our results for the large breathing anisotropies are
in agreement with the recent DMRG results [44].

For completeness of our analysis and further to see how the lattice-nematic state com-
petes with other states from previous studies, we consider the Taylor expansion of the
BKH energy in the large breathing anisotropy limit up to second order in perturbation
theory

"0

J4
= �0.25 + c1

J5
J4

+ c2

✓
J5
J4

◆2

+ . . . . (2)

The first constant term in the above equation is the energy of decoupled upward triangles.
The coe�cients c1, c2 can further be obtained by quadratic fits of the energy curve. Similar
values of the coe�cient c2 can also be obtained by linear fits of the first-order derivatives
of the energy curves (as shown in the upper inset of Fig. 8).

Table 2 provides the c1, c2 expansion coe�cients of our lattice-nematic states obtained
with PESS (D = 13) compared with those of the e↵ective model known as trimerized
kagome model, which corresponds to a frustrated spin-orbital model on the triangular
lattice [14, 44]. Note that, since our energy curve shows a discontinuity in its slope, we
have performed two separate fits on each side of the discontinuity. The coe�cients for Z2,
U(1) QSLs and VBC state of Ref. [42] and Z2 QSL⇤ of Ref. [57] as well as those of the
nematic state obtained with DMRG in Ref. [44] are also provided in the table. One can
clearly see that the c1 coe�cient of the nematic state obtained both in our simulations
and previous DMRG results is larger (in absolute value) than those of the Z2, U(1) QSLs

9

Lattice Nematic state:
Preserves Translational Symmetry
Breaks Rotational Symmetry

VBC (VMC+PEPS)

Gapped Z2 QSL (PEPS)

Nematic (DMRG)
Repellin et al, PRB (2017)

M. Iqbal et al, arXiv:1912.08284 (2019)

Y. Iqbal et al, PRB (2018)
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Figure 9: (Color online) Nearest-neighbor spin-spin correlations (obtained with PESS
(D = 13)) on the three links of an upward triangle, 41,42,43 and on the links of a
downward triangle 51,52,53 (see also Fig. 6) which confirms the preservation of C3

rotational symmetry at the level of each individual triangle in the U(1) QSL phase and
breaking of the C3 symmetry in the nematic phase. The values for 41,42 are the average
value of the correlation on the two links.

indicating that the C3 rotational symmetry is preserved at the level of each individual
triangle. Besides, we performed entanglement scaling of energies for all of the points in
Fig. 9 and observed algebraic decay of correlation for all points. Our findings therefore
suggest that the algebraic U(1) spin-liquid phase of the spin-12 kagome Heisenberg antifer-
romagnet is stable up to very large breathing anisotropies. Our results are in agreement
with the recent experiments on vanadium oxyfluoride compounds [37–39] which detected
signatures of a gapless U(1) QSL at breathing ratio J5/J4 ⇡ 0.55 [37]. Our phase dia-
gram, Fig. 8, obtained with tensor network in the thermodynamic limit indeed confirms
that J5/J4 ⇡ 0.55 lies in the stability region of the U(1) QSL phase of BKH model.

6 Discussion and outlook

First introduced as a toy model to study the spin-1/2 kagome antiferromagnet [14], the
breathing spin-1/2 kagome antiferromagnet has recently attracted attention on its own
due to its experimental relevance for some vanadium compounds [37–39]. In the present
paper, we have performed large scale tensor network calculations of that model based
on projected entangled-pair state and projected entangled-simplex state methods. The
picture emerging from these calculations is consistent with the DMRG results of Ref. [44]:
The system seems to be a U(1) liquid from the isotropic limit J5/J4 = 1 down to
very small values of J5/J4, and to undergo a first-order transition into a critical, lattice
nematic phase that breaks rotational symmetry in real space. Note that our simulations
locate quite convincingly the transition at J5/J4 ' 0.05. This should be contrasted to
the conclusions of Ref. [44], where the actual critical value of J5/J4 (if any) could not be
pinned down because of the still strong dependence of the results on the circumference of
the cylinder.
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Figure 7: (Color online) Log-log plot of the long range spin-spin correlations
C(r) = hS(x ,y).S(x+r,y)i obtained with PESS (a) at the isotropic point, J5/J4 = 1, for
different D and (b), the C(r) for PESS (D = 11) in the nematic phase at large breath-
ing anisotropy J5/J4 = 0.01 compared with those of the QSL phase at J5/J4 = 0.3
and 1. All correlations show approximate power-law decays, C(r) ⇠ C0r�↵, shown
by straight dashed lines. A similar decay up to 7 or 8 lattice spacings is observed in
the QSL phase and along the chain of the nematic phase, with an exponent ↵' 2.2.
The green dashed line shows the power-law fit in the nematic phase, perpendicular
to the chains, with ↵' 3.5.

the critical nature found in both phases in the phase diagram is consistent with the theorem.
Let us note that our TN ansatz suffers from a small spurious magnetic ordering of the

order ⇠ 0.003 which is believed to be an artifact of the PEPS methods with finite bond di-
mension. The effects of such a spurious magnetization is then seen as zigzag oscillations in
hS(x ,y).S(x+r,y)i. We, therefore, subtract the local magnetic contribution from the spin-spin
correlation to correctly capture the power-law decay.

5 Quantum Phase Transition

In previous sections, we have identified and characterized two different phases at the extreme
regimes of the BKH Hamiltonian (1), the U(1) spin-liquid at the isotropic point J5/J4 = 1 with
zero anisotropy and the lattice-nematic phase at large breathing anisotropy limit, J5/J4 ⌧ 1.
It is, therefore, reasonable to expect a quantum phase transition between the two extreme
phases. In order to study the QPT, we analyzed the whole regime of the parameter space,
0  J5/J4  1, and calculated the ground-state energy of the BKH model for different bond
dimensions. Fig. 8-(a) shows the ground-state energy of the PESS simulations for the whole
range of couplings (up to D = 13) and its first-order derivative (see the inset). The sharp
discontinuity in the derivative of the energy reveals a first-order quantum phase transition at
J5/J4 ⇡ 0.05 between the U(1) QSL and the lattice-nematic phase of the BKH model. Fig. 8-
(b) further depicts the evolution of the location of the transition point versus 1/D indicating
that within our finite D PESS simulations the location of the transition point does not seem to
change with increasing the bond dimension for D � 11.

In an attempt to draw conclusions about the infinite D limit, we have kept track of the
evolution of the coefficients c1 and c2 with 1/D. First of all, we have estimated the error bars
on these coefficients. Fig. 9-(a-d) shows the fitting of PESS energies (D = 13) using the c1
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Table 2: The c1, c2 coe�cients of the Taylor expansion for the BKH model at large
breathing limit obtained with PESS (D = 13) compared with those of the DMRG data for
the e↵ective model in Ref. [44] (after extrapolation to infinite cylinders) as well as with
the Z2, U(1) QSLs and VBC states of Ref. [42] and Z2 QSL⇤ of Ref. [57].

Wave Function c1 c2

nematic (PESS) �0.1358 �0.0113
U(1) QSL (PESS) �0.1345 �0.0663
U(1) QSL (Iqbal et al.) �0.1190 �0.079
Z2 QSL (Iqbal et al.) �0.1245 0
VBC (Iqbal et al.) �0.1255 �0.055
Z2 QSL⇤ �0.1323 �0.0628
E↵ective Model �0.1353 0

and VBC states suggesting a stabilized nematic state as the true ground state of the BKH
model in the large breathing anisotropy limit.

We have further calculated the long-range spin-spin correlation C(r) = hS(x,y).S(x+r,y)i�
hS(x,y)i.hS(x+r,y)i in the large breathing anisotropy limit compared with several points in
the small-breathing limits. Fig. 7 shows the log-log plot of C(r) obtained with PESS
(D = 11) at J5/J4 = 0.01 in the lattice-nematic phase compared with J5/J4 = 0.3
and 1 in the spin-liquid phase. C(r) in the QSL phase behaves similarly in di↵erent di-
rections of the lattice, as expected from a QSL phase with no broken symmetry. Most
importantly, C(r) for J5/J4 = 0.3 and 1 decay similarly especially at small distances,
suggesting that they belong to the same phase. This is another strong signature that the
QSL phase persists in the large breathing anisotropy limit. However, C(r) in the lattice-
nematic phase is di↵erent along the strong chain, x-direction, and perpendicular to the
chain, y-direction, as shown in the inset of Fig. 7. In fact, C(r) along the strong chain
shows a very similar power-law decay as the QSL phase. We have therefore, approximated
the power-law decay of C(r) at J5/J4 = 0.3 and 1 and J5/J4 = 0.01 along the strong
chain with C(r) ⇠ C0r

�↵, shown as a dashed blue line in the Fig. 7. C(r) decays al-
gebraically with C0 = 0.21,↵ = 4.3 indicating that the wave functions at J5/J4 = 0.3
and 1 and at J5/J4 = 0.01 along the strong chain are critical. The spin-spin correlation
perpendicular to the strong chain at J5/J4 = 0.01 shows a di↵erent power-law decay
with C0 = 0.37,↵ = 5.5, which is the expected behavior of the lattice-nematic state with
a di↵erent pattern in the x- and y-direction.

Note that our findings for the large breathing anisotropy limit are in agreement with the
Lieb-Schultz-Mattis theorem [58, 59] which states that, for systems with half-odd integer
spins in the unit-cell, there cannot exist a gapped spin-liquid with a unique ground state.
Therefore, the critical nature found in both phases in the phase diagram is consistent with
the theorem.

Let us note that our TN ansatz su↵ers from a small spurious magnetic ordering of
the order ⇠ 0.003 which is believed to be an artifact of the PEPS methods with finite
bond dimension. The e↵ects of such a spurious magnetization is then seen as zigzag
oscillations in the hS(x,y).S(x+r,y)i (see in the inset of Fig. 7). We, therefore, subtract the
local magnetic contribution from the spin-spin correlation to correctly capture the power-
law decay. Last but not least, the scattered deviation of C(r) from the power-law fitting
which is observed at large distances for C(r) < 10�5 is an artifact of the simple-update
optimization without implementation of the SU(2) symmetry [60].

10

SciPost Physics Submission

Table 2: The c1, c2 coe�cients of the Taylor expansion for the BKH model at large
breathing limit obtained with PESS (D = 13) compared with those of the DMRG data for
the e↵ective model in Ref. [44] (after extrapolation to infinite cylinders) as well as with
the Z2, U(1) QSLs and VBC states of Ref. [42] and Z2 QSL⇤ of Ref. [57].

Wave Function c1 c2

nematic (PESS) �0.1358 �0.0113
U(1) QSL (PESS) �0.1345 �0.0663
U(1) QSL (Iqbal et al.) �0.1190 �0.079
Z2 QSL (Iqbal et al.) �0.1245 0
VBC (Iqbal et al.) �0.1255 �0.055
Z2 QSL⇤ �0.1323 �0.0628
E↵ective Model �0.1353 0

and VBC states suggesting a stabilized nematic state as the true ground state of the BKH
model in the large breathing anisotropy limit.

We have further calculated the long-range spin-spin correlation C(r) = hS(x,y).S(x+r,y)i�
hS(x,y)i.hS(x+r,y)i in the large breathing anisotropy limit compared with several points in
the small-breathing limits. Fig. 7 shows the log-log plot of C(r) obtained with PESS
(D = 11) at J5/J4 = 0.01 in the lattice-nematic phase compared with J5/J4 = 0.3
and 1 in the spin-liquid phase. C(r) in the QSL phase behaves similarly in di↵erent di-
rections of the lattice, as expected from a QSL phase with no broken symmetry. Most
importantly, C(r) for J5/J4 = 0.3 and 1 decay similarly especially at small distances,
suggesting that they belong to the same phase. This is another strong signature that the
QSL phase persists in the large breathing anisotropy limit. However, C(r) in the lattice-
nematic phase is di↵erent along the strong chain, x-direction, and perpendicular to the
chain, y-direction, as shown in the inset of Fig. 7. In fact, C(r) along the strong chain
shows a very similar power-law decay as the QSL phase. We have therefore, approximated
the power-law decay of C(r) at J5/J4 = 0.3 and 1 and J5/J4 = 0.01 along the strong
chain with C(r) ⇠ C0r

�↵, shown as a dashed blue line in the Fig. 7. C(r) decays al-
gebraically with C0 = 0.21,↵ = 4.3 indicating that the wave functions at J5/J4 = 0.3
and 1 and at J5/J4 = 0.01 along the strong chain are critical. The spin-spin correlation
perpendicular to the strong chain at J5/J4 = 0.01 shows a di↵erent power-law decay
with C0 = 0.37,↵ = 5.5, which is the expected behavior of the lattice-nematic state with
a di↵erent pattern in the x- and y-direction.

Note that our findings for the large breathing anisotropy limit are in agreement with the
Lieb-Schultz-Mattis theorem [58, 59] which states that, for systems with half-odd integer
spins in the unit-cell, there cannot exist a gapped spin-liquid with a unique ground state.
Therefore, the critical nature found in both phases in the phase diagram is consistent with
the theorem.

Let us note that our TN ansatz su↵ers from a small spurious magnetic ordering of
the order ⇠ 0.003 which is believed to be an artifact of the PEPS methods with finite
bond dimension. The e↵ects of such a spurious magnetization is then seen as zigzag
oscillations in the hS(x,y).S(x+r,y)i (see in the inset of Fig. 7). We, therefore, subtract the
local magnetic contribution from the spin-spin correlation to correctly capture the power-
law decay. Last but not least, the scattered deviation of C(r) from the power-law fitting
which is observed at large distances for C(r) < 10�5 is an artifact of the simple-update
optimization without implementation of the SU(2) symmetry [60].

10

SciPost Physics Submission

Table 2: The c1, c2 coe�cients of the Taylor expansion for the BKH model at large
breathing limit obtained with PESS (D = 13) compared with those of the DMRG data for
the e↵ective model in Ref. [44] (after extrapolation to infinite cylinders) as well as with
the Z2, U(1) QSLs and VBC states of Ref. [42] and Z2 QSL⇤ of Ref. [57].

Wave Function c1 c2

nematic (PESS) �0.1358 �0.0113
U(1) QSL (PESS) �0.1345 �0.0663
U(1) QSL (Iqbal et al.) �0.1190 �0.079
Z2 QSL (Iqbal et al.) �0.1245 0
VBC (Iqbal et al.) �0.1255 �0.055
Z2 QSL⇤ �0.1323 �0.0628
E↵ective Model �0.1353 0

and VBC states suggesting a stabilized nematic state as the true ground state of the BKH
model in the large breathing anisotropy limit.

We have further calculated the long-range spin-spin correlation C(r) = hS(x,y).S(x+r,y)i�
hS(x,y)i.hS(x+r,y)i in the large breathing anisotropy limit compared with several points in
the small-breathing limits. Fig. 7 shows the log-log plot of C(r) obtained with PESS
(D = 11) at J5/J4 = 0.01 in the lattice-nematic phase compared with J5/J4 = 0.3
and 1 in the spin-liquid phase. C(r) in the QSL phase behaves similarly in di↵erent di-
rections of the lattice, as expected from a QSL phase with no broken symmetry. Most
importantly, C(r) for J5/J4 = 0.3 and 1 decay similarly especially at small distances,
suggesting that they belong to the same phase. This is another strong signature that the
QSL phase persists in the large breathing anisotropy limit. However, C(r) in the lattice-
nematic phase is di↵erent along the strong chain, x-direction, and perpendicular to the
chain, y-direction, as shown in the inset of Fig. 7. In fact, C(r) along the strong chain
shows a very similar power-law decay as the QSL phase. We have therefore, approximated
the power-law decay of C(r) at J5/J4 = 0.3 and 1 and J5/J4 = 0.01 along the strong
chain with C(r) ⇠ C0r

�↵, shown as a dashed blue line in the Fig. 7. C(r) decays al-
gebraically with C0 = 0.21,↵ = 4.3 indicating that the wave functions at J5/J4 = 0.3
and 1 and at J5/J4 = 0.01 along the strong chain are critical. The spin-spin correlation
perpendicular to the strong chain at J5/J4 = 0.01 shows a di↵erent power-law decay
with C0 = 0.37,↵ = 5.5, which is the expected behavior of the lattice-nematic state with
a di↵erent pattern in the x- and y-direction.

Note that our findings for the large breathing anisotropy limit are in agreement with the
Lieb-Schultz-Mattis theorem [58, 59] which states that, for systems with half-odd integer
spins in the unit-cell, there cannot exist a gapped spin-liquid with a unique ground state.
Therefore, the critical nature found in both phases in the phase diagram is consistent with
the theorem.

Let us note that our TN ansatz su↵ers from a small spurious magnetic ordering of
the order ⇠ 0.003 which is believed to be an artifact of the PEPS methods with finite
bond dimension. The e↵ects of such a spurious magnetization is then seen as zigzag
oscillations in the hS(x,y).S(x+r,y)i (see in the inset of Fig. 7). We, therefore, subtract the
local magnetic contribution from the spin-spin correlation to correctly capture the power-
law decay. Last but not least, the scattered deviation of C(r) from the power-law fitting
which is observed at large distances for C(r) < 10�5 is an artifact of the simple-update
optimization without implementation of the SU(2) symmetry [60].

10

SciPost Physics Submission

� -0.335
� -0.005

� -0.373

x

y �1

�1

�2

�3
�2�3

Figure 6: (Color online) The lattice-nematic pattern in the large breathing anisotropy
limit at J5/J4 = 0.01 constructed from strong and weak correlations on the links of the
upward and downward kagome triangles which breaks the C3 local rotational symmetry of
the system while preserving the translational invariance in every direction on the lattice.
The correlations reported in the figure are obtained with PESS D = 13. The values on the
green links are the average correlation of the two edges (see the text for further discussion).

The nematic state breaks the C3 local rotational symmetry of the triangles while pre-
serving the translational invariance in every direction of the lattice. This is in contrast
with the VBC phase which breaks both translational and rotational symmetries of the sys-
tem [42]. The lattice-nematic state on the kagome lattice is, in fact, three-fold degenerate.
Repeating the simulations with di↵erent initial states, we found the two other degenerate
nematic states with the same magnitude of correlations on bonds but a di↵erent pattern.
This implies that in the regime of very large breathing anisotropy, the system undergoes a
dimensional reduction with three degenerate ground states that consist of almost decou-
pled chains. Let us further stress that our results for the large breathing anisotropies are
in agreement with the recent DMRG results [44].

For completeness of our analysis and further to see how the lattice-nematic state com-
petes with other states from previous studies, we consider the Taylor expansion of the
BKH energy in the large breathing anisotropy limit up to second order in perturbation
theory

"0

J4
= �0.25 + c1

J5
J4

+ c2

✓
J5
J4

◆2

+ . . . . (2)

The first constant term in the above equation is the energy of decoupled upward triangles.
The coe�cients c1, c2 can further be obtained by quadratic fits of the energy curve. Similar
values of the coe�cient c2 can also be obtained by linear fits of the first-order derivatives
of the energy curves (as shown in the upper inset of Fig. 8).

Table 2 provides the c1, c2 expansion coe�cients of our lattice-nematic states obtained
with PESS (D = 13) compared with those of the e↵ective model known as trimerized
kagome model, which corresponds to a frustrated spin-orbital model on the triangular
lattice [14, 44]. Note that, since our energy curve shows a discontinuity in its slope, we
have performed two separate fits on each side of the discontinuity. The coe�cients for Z2,
U(1) QSLs and VBC state of Ref. [42] and Z2 QSL⇤ of Ref. [57] as well as those of the
nematic state obtained with DMRG in Ref. [44] are also provided in the table. One can
clearly see that the c1 coe�cient of the nematic state obtained both in our simulations
and previous DMRG results is larger (in absolute value) than those of the Z2, U(1) QSLs
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FIG. 1. (Color online) (a) Pyrochlore lattice of corner-sharing
tetrahedrons. (b) PEPO for the cubic lattice. In this tensor
network diagram, shapes are tensors, lines are indices, and
connected lines are contracted common indices. Red and blue
indices at every tensor correspond to the local bra and ket
degrees of freedom, respectively. (c) Action of the Suzuki-
Trotter gate g on both ket and bra indices of two nearest-
neighbouring sites, for the PEPO tensors of the cubic lattice.
Small red tensors � correspond to the matrices of singular
values obtained from the simple update [76]. (d) Thermal
expectation value of a local two-body operator O in the cubic
lattice, with a mean-field approximation of the environment.

after m successive applications of the gates g ⌘ e��hij

on the corresponding links of the lattice, as shown in
Fig. 1(b,c) for the cubic lattice.

After applying a gate on the PEPO, the bond dimen-
sion of the index connecting the local sites grows from D
to d2D. To truncate it back to its original size one can
use a variety of methods, including the so-called “simple”
update (SU) [61, 76, 77], or the more involved “fast-full”
[78] and “full” updates (FFU, FU) [52, 55, 57]. These
algorithms di↵er in the way the handle the correlations
around the link to be truncated. While the SU handles
these correlations by a mean-field approach and trun-
cates the index directly with a Singular Value Decom-
position (SVD), FFU and FU approximate the full ef-
fect of the environment via powerful techniques such as
Tensor Renormalization Group (TRG) [79, 80] and Cor-
ner Transfer Matrix Renormalization Group (CTMRG)
[52, 77, 81–83]. The price to pay, though, is that FFU
and FU are computationally much more expensive than
SU. However, for thermal systems with a lot of connectiv-
ity (such as higher-dimensional systems), the mean-field
approximation of the environment in the SU is actually
good, in turn making the SU a quite accurate option in
these situations. And this are good news, because the

computational cost of the FFU and FU algorithms is re-
ally high for thermal high-dimensional systems.
The TgPEPS algorithm thus targets both the geomet-

rical challenges and the e�cient approximation of the
environment, in turn providing a universal algorithm for
thermal states applicable to any local Hamiltonian in any
dimension. Geometrical aspects of the network are en-
coded in the so-called structure-matrix (SM), first pro-
posed by the authors in Ref. [61]. Each column of the
SM corresponds to one of the links of the lattice and
contains all the details about the neighbouring tensors,
their interconnecting indices, and their bond dimensions.
Thanks to this one can fully automatize the TN update
by looping over the columns of the SM in a very sys-
tematic way, without the burden of complications due to
geometry (see Refs.[61, 84] for detailed discussions and
examples of SM for di↵erent lattices, as well as the Sup-
plementary Material [84] for more information).
Moreover, TgPEPS makes explicit use of the SU which,

as explained above, is well-suited for finite-temperature
systems of high dimensionality. Extensions using the
FFU and FU (on simple lattice structures) are of course
possible, but we found that the SU already provides re-
markable accuracy in the considered regimes. Our ther-
mal SU algorithm is based on an iterative ITE algorithm
that updates all links of the lattice in each iteration by in-
corporating the mean-field environment (see Supplemen-
tary Material [84] for details). Thanks to the SM, the
algorithm can also be e�ciently adapted to local Hamil-
tonians on any lattice geometry and dimension [61]. The
algorithm can also be enhanced by using a local gauge-
fixing of the tensors [61, 85, 86].
After obtaining the PEPO approximation of the ther-

mal state ⇢, expectation values of local operators hOi� =
Tr(⇢O)/Tr(⇢) can be approximated by contractions sim-
ilar to the ones in Fig. 1(d), i.e., by using the mean-field
approximation to the environment which, as we argued
before, works well in the considered regimes [87]. In the
end, our approach allows us to push the simulation of
thermal 3d models in any geometry to very large dimen-
sions with a very cheap computational cost of O(p2Dz).

Numerical results.- To prove the validity of our ap-
proach, we apply the TgPEPS technique to the Bose-
Hubbard (BH) model [18] in 3d, for which we study
the low-temperature phase diagram in the cubic and
pyrochlore lattices, with maximum occupation number
noc = 2 (soft-core) and noc = 1 (hard-core) respectively.
The Hamiltonian is given by

H = �t
X

hiji

(a†
i
aj + a†

j
ai) +

U

2

X

i

ni(ni � 1)� µ
X

i

ni,

(2)

where a† (a) are the bosonic creation (annihilation) op-
erators, n = a†a is the particle number operator, t is the
hopping rate between nearest-neighbour sites, U is the
on-site repulsive interaction, and µ the chemical poten-
tial. At zero-temperature T = 0, in the extreme regime
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systems of high dimensionality. Extensions using the
FFU and FU (on simple lattice structures) are of course
possible, but we found that the SU already provides re-
markable accuracy in the considered regimes. Our ther-
mal SU algorithm is based on an iterative ITE algorithm
that updates all links of the lattice in each iteration by in-
corporating the mean-field environment (see Supplemen-
tary Material [84] for details). Thanks to the SM, the
algorithm can also be e�ciently adapted to local Hamil-
tonians on any lattice geometry and dimension [61]. The
algorithm can also be enhanced by using a local gauge-
fixing of the tensors [61, 85, 86].
After obtaining the PEPO approximation of the ther-

mal state ⇢, expectation values of local operators hOi� =
Tr(⇢O)/Tr(⇢) can be approximated by contractions sim-
ilar to the ones in Fig. 1(d), i.e., by using the mean-field
approximation to the environment which, as we argued
before, works well in the considered regimes [87]. In the
end, our approach allows us to push the simulation of
thermal 3d models in any geometry to very large dimen-
sions with a very cheap computational cost of O(p2Dz).

Numerical results.- To prove the validity of our ap-
proach, we apply the TgPEPS technique to the Bose-
Hubbard (BH) model [18] in 3d, for which we study
the low-temperature phase diagram in the cubic and
pyrochlore lattices, with maximum occupation number
noc = 2 (soft-core) and noc = 1 (hard-core) respectively.
The Hamiltonian is given by

H = �t
X

hiji

(a†
i
aj + a†

j
ai) +

U

2

X

i

ni(ni � 1)� µ
X

i

ni,

(2)

where a† (a) are the bosonic creation (annihilation) op-
erators, n = a†a is the particle number operator, t is the
hopping rate between nearest-neighbour sites, U is the
on-site repulsive interaction, and µ the chemical poten-
tial. At zero-temperature T = 0, in the extreme regime

Soft-core, cubic lattice
Hard-core, pyrchlore lattice

Hard- and soft-core
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2D Kitaev model on di↵erent lattices has been studied
largely by state-of-the-art numerical methods such as ex-
act diagonalization (ED) [34–37], quantum Monte Carlo
(QMC) [38], and tensor network (TN) algorithms [39],
the study of a generic Kitaev model on di↵erent 3D lat-
tices is only limited to mean-field treatment [40], series
expansion [41], and more recently a QMC which remains
sign-free as long as the gauge fields are static and the
Majorana representation remains valid [38, 42–45].

Although TN methods have been shown to be one of
the most promising techniques for accurate simulation of
the 2D strongly correlated systems both at zero- [10, 46–
54] and finite-temperature [55–64], their application to
3D lattices, and in particular at finite temperature, has
largely been left behind mostly due to technical chal-
lenges. It is therefore crucial to develop new e�cient
tools to simulate generic 3D quantum many-body sys-
tems that are not directly tractable by, say, QMC meth-
ods. In this paper, we use our recent graph-based infinite
projected entangled-pair state algorithm (gPEPS) [54]
to study the ground-state properties of the 3D Kitaev
model in the thermodynamic limit. More specifically,
we simulate the spin-1/2 Kitaev model, i.e., Eq.(1) on
the hyperhoneycomb lattice, computing their zero tem-
perature phase diagram. Next, we use a variant of our
TN algorithm for calculating the thermal density matrix
of infinite-size quantum systems, the so-called thermal
gPEPS (TgPEPS) [53] and study the thermodynamic
properties of the systems at finite temperature. We show
that the TgPEPS can faithfully capture the intermediate-
to-high temperature regimes in the thermodynamic limit,
which are the most relevant ones in experimental probes
of Kitaev materials [42].

We particularly demonstrate how fractionalization of
the original spin degrees of freedom to Majorana fermions
and gauge fields leaves its fingerprint on the local ob-
servables such as nearest-neighbor correlations and bond
entanglement. In order to crosscheck and supplement
our TN simulations, we use the Majorana representation
of the Kitaev model [3] and extract the thermodynamic
properties of the system for the hyperhoneycomb lattice
particularly at very low-temperatures, which is the chal-
lenging regime for TN algorithms. We further calculate
the Chern number and thermal Hall conductivity of the
Kitaev model and capture the thermal phase transition
beyond which the gauge degrees of freedom are stabilized
in the background and the ground state ends up being
a highly entangled QSL. Away from the exactly-solvable
point, we study the 3D Kitaev-Heisenberg (KH) model,
i.e., Hamiltonian (11), in the hyperoctagon lattice, and
extract the full phase diagram of the KH model in di↵er-
ent regimes of the Heisenberg couplings. We show how
di↵erent phases and phase boundaries can be identified
by measuring di↵erent quantities such as magnetization,
entanglement entropy, and spin-spin correlations. Our
study is further complemented by exploring the thermo-
dynamic properties of di↵erent magnetically ordered re-
gions in the phase diagram of the KH model.

(a)

(b)

FIG. 1. (Color online) Kitaev model on the (a) hyperhoney-
comb and (b) hyperoctagon lattices. The red, green and blue
links denote the Ising interactions of type x, y and z.

The paper is organized as follows: In Sec. II we in-
troduce the Kitaev Hamiltonian and review the ground
state properties of the model on di↵erent 3D lattice struc-
tures. In Sec. III we discuss the details of our TN algo-
rithm for simulating both ground state and the thermal
density matrix of local Hamiltonians on any arbitrary lat-
tice structure. Next in Sec. IVA we discuss the TN phase
diagram of the pure 3D Kitaev hyperhoneycomb model
at zero-temperature. The thermodynamic properties of
the Kitaev QSL at finite-temperature are discussed in
Sec. IVB, and the 3D Kitaev-Heisenberg hyperoctagon
model is studied in Sec. V. Finally, Sec. VI is devoted to
the discussion and conclusions.

II. MODEL

The Kitaev model was first introduced by Alexei Ki-
taev on the 2D honeycomb lattice in the context of topo-
logical quantum computation [3]. The intriguing prop-
erties of the model soon attracted huge attention from
the condensed matter perspective since it was suggested
that the ground state of the system is a QSL [1]. The
Hamiltonian of the Kitaev model is given by

HKitaev =
X

hi,ji,�

K� S
�

i
S
�

j
, (1)

where the sum runs over three subclasses of bonds la-
beled by � = x, y, z, denoting the three Ising-like inter-
actions on the corresponding link. While the original
Kitaev model was introduced using spin-1/2 Pauli oper-
ators, our definition here is based on generic spin opera-
tors.

• Specific heat Cv exhibits a double-peak behavior
• High-T crossover: ordering of spins (Majoranas) at T ′∼K
• Low-T transition: ordering of gauge fields at Tc ∼ K/1006

Spin DisorderedNN Spin Ordered

Gauge
Disordered

Gauge
Ordered

T'Tc

C
v

T
FIG. 5. (Color online) Schematic diagram of the specific heat
Cv of the generic Kitaev model showing a double-peak fea-
ture versus temperature. The high-temperature peak occurs
at a crossover temperature T 0 below which the spins are frac-
tionalized to Majorana fermions and gauge field. The low-
temperature peak reveals the thermal phase transition below
which the gauge fields become ordered.

entropy, and bond entanglement entropy. In the very
low-temperature regime T ⌧ �, where the TN simula-
tions are challenging, we provide the results for the Chern
number and thermal Hall conductivity directly from the
single-particle spectrum, in order to o↵er a complete pic-
ture for the thermodynamics of the 3D Kitaev model.

C. High-temperature spin-ordering crossover

Let us start our discussion by focussing on the isotropic
point in the gapless region of the phase diagram, i.e.,
Kx = Ky = Kz = 1/3. Approaching from the high-
temperature regime where the system is in a spin para-
magnet (spin gas) phase, we first hit the second peak in
the specific heat, Cv = @"0(T )/@T . For the case of the
hyperhoneycomb lattice this is located at the crossover
temperature T

0 ⇡ 0.256 (see Fig. 6-(b)).
In order to understand the nature of this peak, let

us remind that in the parton configuration, the Kitaev
model is characterized by Majorana fermions, which are
local objects, coupled to a Z2 gauge field (see also Sec. II).
In this language, the kinetic energy of the Majorana
fermions, ihcicji, is precisely equivalent to the nearest-
neighbor (NN) spin correlation, S

��(T ) ⌘ hS�

i
S
�

j
iT .

We, therefore, calculated the NN spin correlation of
the Kitaev model on the hyperhoneycomb lattice as
shown in Fig. 6-(c). Interestingly, the high-temperature
crossover coincides with the onset of NN spin correla-
tions at T

0 ⇡ 0.256, in the same location as that of the
second peak of the specific heat, which is the tempera-
ture at which the spin degrees of freedom begin to be
locally fractionalized (see also Fig. 5). Our TN simu-
lation further shows that the system is a conventional
paramagnet in the high-temperature region T > T

0 and

the NN spin correlation obeys the Curie-Weiss behavior,
S
�� / K�/T . In the opposite extreme limit, however, the

NN spin correlation reaches its T = 0 saturation value,
i.e., Szz = 0.5248/4, characteristic of the gapless Kitaev
QSL [80].

This NN spin ordering is a purely local phenomenon,
and its features and its location do not strictly depend
on things like the lattice size or geometry [38, 42, 45].
It is therefore a thermal crossover which can be revealed
by the second peak of the specific heat. In our TN sim-
ulations, this thermal crossover at the second peak can
be better identified using entanglement scaling. Fig. 8-
(a) demonstrates the scaling of the location of the high-
temperature peak T

0 versus inverse bond dimension 1/D.
One can clearly see that the location of T 0 is invariant
with respect to the change of bond dimension, implying
the crossover nature of T 0, instead of being a true thermal
transition.

The thermal entropy of the system is also given
by ST = S1 �

R1
T

Cv(T ) d lnT , where S1 = ln 2 is the
maximum entropy density corresponding to an equally
weighted, infinite-temperature Gibbs state. As expected,
the thermal entropy saturates at S1 in the deep param-
agnetic phase. However, the system releases exactly half
of its entropy at the crossover temperature T 0 and reaches
the plateau ln 2/2. This entropy is related to the contri-
bution of the Majorana fermions to the specific heat of
the Kitaev model which is released by moving from high-
temperature to the low-temperature regime across the
crossover point. The plateau of thermal entropy for the
Kitaev model on the hyperhoneycomb lattice is shown in
Fig. 6-(d).

In the corners of the 3D Kitaev phase diagram, in
the toric code limit, the system is fully gapped. It
is, therefore, reasonable to expect that the crossover to
high-temperature paramagnetic spin gas occurs at a rel-
atively larger temperature. The lower panels (e)-(h) of
Fig. 6 illustrate the energy, specific heat, NN spin cor-
relation, and thermal entropy of the Kitaev model for
Kx = 0.8,Kz = Ky = 0.1 on the hyperhoneycomb lat-
tice. The crossover temperature for this gapped region
is located at T

0 = 0.338 as shown in the plot of specific
heat (Fig. 6-(f)). Similar to the isotropic point, here the
NN spin correlation saturates as well to S

zz ⇡ 0.248 for
T < T

0 down to zero temperature which is accompanied
by release of half of the entropy, implying again the frac-
tionalization of original spins.

Last but not least, we have benchmarked our TN sim-
ulations against the corresponding quantities extracted
from the e↵ective tight-binding Hamiltonian (2). By as-
suming static fixed-flux configurations, thermal fluctua-
tions of the gauge fields can be ignored and only Majo-
rana fermions are retained. It is then straightforward to
see that in the Majorana basis, the thermal average over
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FIG. 6. (Color online) (a) Thermal energy per-site, ", (b) specific heat Cv, (c) nearest-neighbor spin-spin correlation and (d)
thermal entropy of the Kitaev model on the hyperhoneycomb lattice at the isotropic point Kx = Ky = Ky = 1/3 (gapless
region of the phase diagram Fig. 4). (e) The energy, (f) specific heat, (g) NN spin-spin correlation and (h) thermal entropy of
the Kitaev model for Kx = 0.8,Kz = Ky = 0.1 (gapped region of the phase diagram Fig. 4). See text for details.

spin correlation and energy reads

S
��

{uij}(T ) = � i

2V

X

hi,jiµ

uij µ(i) 
⇤
µ
(j) tanh

✓
�✏µ,{uij}

2

◆
,

E{uij}(T ) = �1

4

X

µ

✏µ,{uij}

2
tanh

✓
�✏µ,{uij}

2

◆
, (4)

where  µ(i) is the ith component of the normalized com-
plex eigenvector of the Kitaev Hamiltonian, and the sum
on µ runs over half of the single-particle spectrum with
non-negative ✏µ > 0. The solid lines in all panels of
Fig. 6 correspond to the results for the ground-state
gauge ansatz, i.e., the free-flux sector, as well as those
averaged over random flux configurations. We find re-
markable agreements between the disorder-averaged data
and the TN results, in particular above the gauge-field-
disordering transition. Besides, the results of free-flux
and random gauge configurations become indistinguish-
able above the spin-disordering crossover in the thermal
paramagnet phase.

D. Low-temperature gauge-ordering transition

Next, we discuss the thermodynamics of the Kitaev
model on the hyperhoneycomb lattice below the crossover
temperature, i.e., T < T

0. As already pointed out pre-
viously, the spin degrees of freedom are fractionalized
to the itinerant Majorana fermions and a Z2 gauge field
at the crossover temperature T

0. While the formation
of Majorana fermions can be captured perfectly by NN
spin correlation (since the fermions are local), there is
however no direct local measure to reveal the thermody-
namics of gauge fields. The gauge fields in the 3D Kitaev

model are defined by non local strings which go around
the plaquettes of the hyperhoneycomb lattice. Associat-
ing a nonlocal flux operator to each plaquette p of the
lattice as

cWp =
Y

hi,ji,�2p

S
�

i
S
�

j
=

Y

hi,ji,�2p

(�iû
�

i,j
), (5)

the gauge structure can be captured by the ±1 eigenval-
ues of the cWp operators, which are integrals of motion
of the Kitaev Hamiltonian (1). The QSL ground state
of the Kitaev model at T = 0 is therefore distinguished
by eigenvalues Wp = 1 = e

i0 (�1 = e
i⇡), indicating

the presence of a Z2 gauge field on the plaquettes with
uniform zero (⇡) flux. Below the low-temperature phase
transition, i.e., T < Tc, the system is therefore expected
to be in a state with an ordered gauge structure.
By increasing the temperature above the T > Tc, ther-

mal fluctuations break the patterns of gauge loops and
allow the formation of loops with di↵erent shapes and
sizes, hence a disordered gauge background with Wp = 0
is stabilized in the system. The intermediate disordered
gauge region continues to persist for Tc  T  T

0 until
it is totally thermalized above the crossover temperature
to the trivial paramagnet phase.
The low-temperature gauge ordering transition is re-

vealed by the first peak in the specific heat of the Kitaev
model as sketched in Fig.5. Previous Monte Carlo studies
[38, 42–45] have revealed that the thermal gauge ordering
transition is located at very low temperature of the order
10�2

K � 10�3
K depending on the lattice size, geome-

try and spatial dimension. In contrast to the crossover
temperature, the low-temperature gauge ordering is an
actual thermal phase transition.

The local simple-update and the mean-field environ-

T=0

2

2D Kitaev model on di↵erent lattices has been studied
largely by state-of-the-art numerical methods such as ex-
act diagonalization (ED) [34–37], quantum Monte Carlo
(QMC) [38], and tensor network (TN) algorithms [39],
the study of a generic Kitaev model on di↵erent 3D lat-
tices is only limited to mean-field treatment [40], series
expansion [41], and more recently a QMC which remains
sign-free as long as the gauge fields are static and the
Majorana representation remains valid [38, 42–45].

Although TN methods have been shown to be one of
the most promising techniques for accurate simulation of
the 2D strongly correlated systems both at zero- [10, 46–
54] and finite-temperature [55–64], their application to
3D lattices, and in particular at finite temperature, has
largely been left behind mostly due to technical chal-
lenges. It is therefore crucial to develop new e�cient
tools to simulate generic 3D quantum many-body sys-
tems that are not directly tractable by, say, QMC meth-
ods. In this paper, we use our recent graph-based infinite
projected entangled-pair state algorithm (gPEPS) [54]
to study the ground-state properties of the 3D Kitaev
model in the thermodynamic limit. More specifically,
we simulate the spin-1/2 Kitaev model, i.e., Eq.(1) on
the hyperhoneycomb lattice, computing their zero tem-
perature phase diagram. Next, we use a variant of our
TN algorithm for calculating the thermal density matrix
of infinite-size quantum systems, the so-called thermal
gPEPS (TgPEPS) [53] and study the thermodynamic
properties of the systems at finite temperature. We show
that the TgPEPS can faithfully capture the intermediate-
to-high temperature regimes in the thermodynamic limit,
which are the most relevant ones in experimental probes
of Kitaev materials [42].

We particularly demonstrate how fractionalization of
the original spin degrees of freedom to Majorana fermions
and gauge fields leaves its fingerprint on the local ob-
servables such as nearest-neighbor correlations and bond
entanglement. In order to crosscheck and supplement
our TN simulations, we use the Majorana representation
of the Kitaev model [3] and extract the thermodynamic
properties of the system for the hyperhoneycomb lattice
particularly at very low-temperatures, which is the chal-
lenging regime for TN algorithms. We further calculate
the Chern number and thermal Hall conductivity of the
Kitaev model and capture the thermal phase transition
beyond which the gauge degrees of freedom are stabilized
in the background and the ground state ends up being
a highly entangled QSL. Away from the exactly-solvable
point, we study the 3D Kitaev-Heisenberg (KH) model,
i.e., Hamiltonian (11), in the hyperoctagon lattice, and
extract the full phase diagram of the KH model in di↵er-
ent regimes of the Heisenberg couplings. We show how
di↵erent phases and phase boundaries can be identified
by measuring di↵erent quantities such as magnetization,
entanglement entropy, and spin-spin correlations. Our
study is further complemented by exploring the thermo-
dynamic properties of di↵erent magnetically ordered re-
gions in the phase diagram of the KH model.

(a)

(b)

FIG. 1. (Color online) Kitaev model on the (a) hyperhoney-
comb and (b) hyperoctagon lattices. The red, green and blue
links denote the Ising interactions of type x, y and z.

The paper is organized as follows: In Sec. II we in-
troduce the Kitaev Hamiltonian and review the ground
state properties of the model on di↵erent 3D lattice struc-
tures. In Sec. III we discuss the details of our TN algo-
rithm for simulating both ground state and the thermal
density matrix of local Hamiltonians on any arbitrary lat-
tice structure. Next in Sec. IVA we discuss the TN phase
diagram of the pure 3D Kitaev hyperhoneycomb model
at zero-temperature. The thermodynamic properties of
the Kitaev QSL at finite-temperature are discussed in
Sec. IVB, and the 3D Kitaev-Heisenberg hyperoctagon
model is studied in Sec. V. Finally, Sec. VI is devoted to
the discussion and conclusions.

II. MODEL

The Kitaev model was first introduced by Alexei Ki-
taev on the 2D honeycomb lattice in the context of topo-
logical quantum computation [3]. The intriguing prop-
erties of the model soon attracted huge attention from
the condensed matter perspective since it was suggested
that the ground state of the system is a QSL [1]. The
Hamiltonian of the Kitaev model is given by

HKitaev =
X

hi,ji,�

K� S
�

i
S
�

j
, (1)

where the sum runs over three subclasses of bonds la-
beled by � = x, y, z, denoting the three Ising-like inter-
actions on the corresponding link. While the original
Kitaev model was introduced using spin-1/2 Pauli oper-
ators, our definition here is based on generic spin opera-
tors.
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2D Kitaev model on di↵erent lattices has been studied
largely by state-of-the-art numerical methods such as ex-
act diagonalization (ED) [34–37], quantum Monte Carlo
(QMC) [38], and tensor network (TN) algorithms [39],
the study of a generic Kitaev model on di↵erent 3D lat-
tices is only limited to mean-field treatment [40], series
expansion [41], and more recently a QMC which remains
sign-free as long as the gauge fields are static and the
Majorana representation remains valid [38, 42–45].

Although TN methods have been shown to be one of
the most promising techniques for accurate simulation of
the 2D strongly correlated systems both at zero- [10, 46–
54] and finite-temperature [55–64], their application to
3D lattices, and in particular at finite temperature, has
largely been left behind mostly due to technical chal-
lenges. It is therefore crucial to develop new e�cient
tools to simulate generic 3D quantum many-body sys-
tems that are not directly tractable by, say, QMC meth-
ods. In this paper, we use our recent graph-based infinite
projected entangled-pair state algorithm (gPEPS) [54]
to study the ground-state properties of the 3D Kitaev
model in the thermodynamic limit. More specifically,
we simulate the spin-1/2 Kitaev model, i.e., Eq.(1) on
the hyperhoneycomb lattice, computing their zero tem-
perature phase diagram. Next, we use a variant of our
TN algorithm for calculating the thermal density matrix
of infinite-size quantum systems, the so-called thermal
gPEPS (TgPEPS) [53] and study the thermodynamic
properties of the systems at finite temperature. We show
that the TgPEPS can faithfully capture the intermediate-
to-high temperature regimes in the thermodynamic limit,
which are the most relevant ones in experimental probes
of Kitaev materials [42].

We particularly demonstrate how fractionalization of
the original spin degrees of freedom to Majorana fermions
and gauge fields leaves its fingerprint on the local ob-
servables such as nearest-neighbor correlations and bond
entanglement. In order to crosscheck and supplement
our TN simulations, we use the Majorana representation
of the Kitaev model [3] and extract the thermodynamic
properties of the system for the hyperhoneycomb lattice
particularly at very low-temperatures, which is the chal-
lenging regime for TN algorithms. We further calculate
the Chern number and thermal Hall conductivity of the
Kitaev model and capture the thermal phase transition
beyond which the gauge degrees of freedom are stabilized
in the background and the ground state ends up being
a highly entangled QSL. Away from the exactly-solvable
point, we study the 3D Kitaev-Heisenberg (KH) model,
i.e., Hamiltonian (11), in the hyperoctagon lattice, and
extract the full phase diagram of the KH model in di↵er-
ent regimes of the Heisenberg couplings. We show how
di↵erent phases and phase boundaries can be identified
by measuring di↵erent quantities such as magnetization,
entanglement entropy, and spin-spin correlations. Our
study is further complemented by exploring the thermo-
dynamic properties of di↵erent magnetically ordered re-
gions in the phase diagram of the KH model.
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FIG. 1. (Color online) Kitaev model on the (a) hyperhoney-
comb and (b) hyperoctagon lattices. The red, green and blue
links denote the Ising interactions of type x, y and z.

The paper is organized as follows: In Sec. II we in-
troduce the Kitaev Hamiltonian and review the ground
state properties of the model on di↵erent 3D lattice struc-
tures. In Sec. III we discuss the details of our TN algo-
rithm for simulating both ground state and the thermal
density matrix of local Hamiltonians on any arbitrary lat-
tice structure. Next in Sec. IVA we discuss the TN phase
diagram of the pure 3D Kitaev hyperhoneycomb model
at zero-temperature. The thermodynamic properties of
the Kitaev QSL at finite-temperature are discussed in
Sec. IVB, and the 3D Kitaev-Heisenberg hyperoctagon
model is studied in Sec. V. Finally, Sec. VI is devoted to
the discussion and conclusions.

II. MODEL

The Kitaev model was first introduced by Alexei Ki-
taev on the 2D honeycomb lattice in the context of topo-
logical quantum computation [3]. The intriguing prop-
erties of the model soon attracted huge attention from
the condensed matter perspective since it was suggested
that the ground state of the system is a QSL [1]. The
Hamiltonian of the Kitaev model is given by

HKitaev =
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where the sum runs over three subclasses of bonds la-
beled by � = x, y, z, denoting the three Ising-like inter-
actions on the corresponding link. While the original
Kitaev model was introduced using spin-1/2 Pauli oper-
ators, our definition here is based on generic spin opera-
tors.
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act diagonalization (ED) [34–37], quantum Monte Carlo
(QMC) [38], and tensor network (TN) algorithms [39],
the study of a generic Kitaev model on di↵erent 3D lat-
tices is only limited to mean-field treatment [40], series
expansion [41], and more recently a QMC which remains
sign-free as long as the gauge fields are static and the
Majorana representation remains valid [38, 42–45].

Although TN methods have been shown to be one of
the most promising techniques for accurate simulation of
the 2D strongly correlated systems both at zero- [10, 46–
54] and finite-temperature [55–64], their application to
3D lattices, and in particular at finite temperature, has
largely been left behind mostly due to technical chal-
lenges. It is therefore crucial to develop new e�cient
tools to simulate generic 3D quantum many-body sys-
tems that are not directly tractable by, say, QMC meth-
ods. In this paper, we use our recent graph-based infinite
projected entangled-pair state algorithm (gPEPS) [54]
to study the ground-state properties of the 3D Kitaev
model in the thermodynamic limit. More specifically,
we simulate the spin-1/2 Kitaev model, i.e., Eq.(1) on
the hyperhoneycomb lattice, computing their zero tem-
perature phase diagram. Next, we use a variant of our
TN algorithm for calculating the thermal density matrix
of infinite-size quantum systems, the so-called thermal
gPEPS (TgPEPS) [53] and study the thermodynamic
properties of the systems at finite temperature. We show
that the TgPEPS can faithfully capture the intermediate-
to-high temperature regimes in the thermodynamic limit,
which are the most relevant ones in experimental probes
of Kitaev materials [42].

We particularly demonstrate how fractionalization of
the original spin degrees of freedom to Majorana fermions
and gauge fields leaves its fingerprint on the local ob-
servables such as nearest-neighbor correlations and bond
entanglement. In order to crosscheck and supplement
our TN simulations, we use the Majorana representation
of the Kitaev model [3] and extract the thermodynamic
properties of the system for the hyperhoneycomb lattice
particularly at very low-temperatures, which is the chal-
lenging regime for TN algorithms. We further calculate
the Chern number and thermal Hall conductivity of the
Kitaev model and capture the thermal phase transition
beyond which the gauge degrees of freedom are stabilized
in the background and the ground state ends up being
a highly entangled QSL. Away from the exactly-solvable
point, we study the 3D Kitaev-Heisenberg (KH) model,
i.e., Hamiltonian (11), in the hyperoctagon lattice, and
extract the full phase diagram of the KH model in di↵er-
ent regimes of the Heisenberg couplings. We show how
di↵erent phases and phase boundaries can be identified
by measuring di↵erent quantities such as magnetization,
entanglement entropy, and spin-spin correlations. Our
study is further complemented by exploring the thermo-
dynamic properties of di↵erent magnetically ordered re-
gions in the phase diagram of the KH model.

(a)

(b)

FIG. 1. (Color online) Kitaev model on the (a) hyperhoney-
comb and (b) hyperoctagon lattices. The red, green and blue
links denote the Ising interactions of type x, y and z.

The paper is organized as follows: In Sec. II we in-
troduce the Kitaev Hamiltonian and review the ground
state properties of the model on di↵erent 3D lattice struc-
tures. In Sec. III we discuss the details of our TN algo-
rithm for simulating both ground state and the thermal
density matrix of local Hamiltonians on any arbitrary lat-
tice structure. Next in Sec. IVA we discuss the TN phase
diagram of the pure 3D Kitaev hyperhoneycomb model
at zero-temperature. The thermodynamic properties of
the Kitaev QSL at finite-temperature are discussed in
Sec. IVB, and the 3D Kitaev-Heisenberg hyperoctagon
model is studied in Sec. V. Finally, Sec. VI is devoted to
the discussion and conclusions.
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K. O‘Brien, M. Hermanns, S. Trebst, PRL 93 085101 (2016)
T. Takayama et al, PRL 114 077202 (2015)
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Symmetric tensors and Schur’s lemma

symmetric tensor

degeneracy
structural

( ~ Clebsch-Gordan) 

degeneracy

structural
( ~ identity) 

2 legs

3 legs

Structural part depends only on the group properties (intertwiners) 

e.g., S. Singh, R. N. C. Pfeifer, G. Vidal, PRA 82, 050301 (2010)



SU(2) iPEPS and iPESS
P. Schmoll, RO, PRB 102 241101 (2020)

iPEPS

iPESS



Benchmarking SU(2) iPEPS and iPESS
P. Schmoll, RO, PRB 102 241101 (2020)

Spin-1 BLBQ 
square lattice

SU(2) may be 
too restrictive

I. Niesen, P. Corboz, SciPost 3 030 (2017)



P. Schmoll, RO, PRB 102 241101 (2020)

Spin-1/2 KHAF

Clean extrapolation

Benchmarking SU(2) iPEPS and iPESS



P. Schmoll, RO, PRB 102 241101 (2020)

Spin-2 KHAF

Quantum spin liquid?

No symmetry SU(2) symmetry

&

Benchmarking SU(2) iPEPS and iPESS



P. Schmoll, RO, PRB 102 241101 (2020)

SU(2) improves energies, but sometimes
may be too restrictive

Benchmarking SU(2) iPEPS and iPESS

SU(2) lowest-energy summary
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Dynamic Portfolio Optimization

G. Rosenberg et al, IEEE Journal of Selected Topics in Signal Processing 10, 1053 (2016) 
See also P. Rebentrost, S. Lloyd, arXiv:1811.03975

Find optimal trajectory in the portfolio space, taking into
account transaction costs and other constraints

Forecasted profits (vector)
Asset weights (vector)

Asset’s covariance (matrix)

Constraints

Fixed amount of total investing at each time 

Maximum amount of investment per asset



Discrete formulation

NP-Hard Optimization Problem

Hamiltonian Cost Function
Risk aversión 

(controls volatility) Transaction costs Vector of ones
Lagrange
multiplier

TO MINIMIZE

Quadratic Unconstrained
Binary Optimization (QUBO)

<latexit sha1_base64="jeE7IxCLDVK3xuvufGe+QxOF5t8=">AAAB+nicbVDLSgNBEOyNrxhfqx69DAYhIsSdENCLEPTiMYIxgWRZZiezyeDsg5nZYFjyJ148KIhXv8Sbf+Mk2YMmFjQUVd10d/mJ4Eo7zrdVWFldW98obpa2tnd29+z9gwcVp5KyFo1FLDs+UUzwiLU014J1EslI6AvW9h9vpn57xKTicXSvxwlzQzKIeMAp0UbybPvJ4+gKVfCZ8vjpeQ15dtmpOjOgZYJzUoYcTc/+6vVjmoYs0lQQpbrYSbSbEak5FWxS6qWKJYQ+kgHrGhqRkCk3m10+QSdG6aMglqYijWbq74mMhEqNQ990hkQP1aI3Ff/zuqkOLt2MR0mqWUTni4JUIB2jaQyozyWjWowNIVRycyuiQyIJ1SaskgkBL768TNq1Kq5XMb6rlxvXeR5FOIJjqACGC2jALTShBRRG8Ayv8GZl1ov1bn3MWwtWPnMIf2B9/gDYrpGq</latexit>

xi = (1 + si)/2

Ising magnet



arXiv:2007.00017, first implementation with real data up to 
52 assets and 8 years on D-Wave, VQE, and Tensor 
Networks (quantum-inspired) 



Sharpe ratios

Profits

Run times (in sec.) 

• Not all figures of merit are 
equivalent

• D-Wave Hybrid and TNs: best

• D-Wave Hybrid extremely fast

• TNs highly improbable (GPUs, etc) 

• VQE (in NISQ) highly limited

Largest portfolio optimization so far
with quantum and TN methods and 

with real data

Improvable, promising



Conclusions

• Breathing Kagome compatible with gapless nematic phase and 
transition at J▽ /J△≈ 0.05

• 3d thermal iPEPS allows accurate simulation of the thermodynamics
of complex bosonic systems and Kitaev materials

• SU(2) symmetry improves energies, but may sometimes be too
stringent for 2d simulations

• Spin-2 KHAF compatible with a QSL

• Quantum and Tensor Network optimization works for portolio
optimization with real data 



Thanks! 


