
Hyper-optimized tensor network 
contraction - simplifications, 
applications and approximations



Rough setting + overview:

•

•
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Tensor networks – general defn
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Exact tensor network contraction

2005]



Contraction trees

Parameterization of 

tensor network contraction - 2019



Hypergraph Tensor Networks

•

•

• linegraph of hyper graph still regular graph

• CANDECOMP/PARAFAC (CP) decomposition…



What’s the benefit of hypergraphs?



Hypergraphs – an extreme all-to-all example

𝑇



Constructing the tree



Can we aid contraction by simplifying first?



Notable ‘fully simplifiable’ tensor networks
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•
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•

•
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Local TN simplifications



Rank (#dim) Simplification 



Column Reduction



Split Simplification



Diagonal Reduction

𝑖𝑥 𝑖𝑦



Permutation Flipping 

𝑑 = 2 𝑋



Combining simplifications

• V , |𝐸|
•

•
•



Various results / applications



Fully simplifiable: norm of unitary TN



Random circuit amplitudes: rectangular & sycamore



Quite simplifiable: QAOA circuit energy

N = 54
𝑝 = 4



Almost fully simplifiable: Quantum Fourier Transform



Non-quantum: (Weighted) Model Counting

•

•



Approximate contraction?

•
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𝜒
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Approximate contraction?

•

•
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Interesting questions for approx. contraction:



Concluding thoughts

•

•

•

•

•


