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Warning !

This problem may be addictive ...



Works for low dimensions ...



Let’s try d = 10



Starting point

(Courtesy: G. Ziegler)
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Reward claimed!

• Thursday, 10:30am
Subexponential Lower Bounds for the Simplex Algorithm
Oliver Friedmann
”... We also give a subexponential lower bound for Zadehs
pivoting rule which among all improving pivoting steps enters
the variable that has been entered least often. ”

• Norman Zadeh will come tomorrow ....
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Long unpublished gem

• N. Zadeh, ”What is the worst case behavior of the simplex
algorithm,” Technical Report 27, Dept. Operations Research,
Stanford University, 1980.

• Now published with postscript in:
Polyhedral Computation, CRM-AMS Proceedings vol 48, eds.
D.A., D. Bremner and A. Deza, 2009.



Long unpublished gem

• N. Zadeh, ”What is the worst case behavior of the simplex
algorithm,” Technical Report 27, Dept. Operations Research,
Stanford University, 1980.

• Now published with postscript in:
Polyhedral Computation, CRM-AMS Proceedings vol 48, eds.
D.A., D. Bremner and A. Deza, 2009.



Polyhedral Computation

Vous voulez voir cette page en

français ? Cliquez ici.

 
See larger image 

Share your own customer images

Publisher: learn how customers can search inside this book.

Hello. Sign in to get personalized recommendations. New Customer? Start here.  Discover a New You in 2011

Your Store  |  Deals Store  |  Gift Certificates  Your Account  |  Help  |  en français

Search   

Books Advanced Search Browse Subjects New & Future Releases Bestsellers Livres en français Textbooks Loonie Deals Used Books

Polyhedral Computation [Paperback]
David Avis (Editor), David Bremner (Editor), Antoine Deza
(Editor)

Be the first to review this item

List Price: CDN$ 75.64

Price:CDN$ 48.28 & this item ships for

FREE with Super Saver Shipping.
Details

You Save: CDN$ 27.36 (36%)

Temporarily out of stock.
.

4 new from CDN$ 48.28

1 used from CDN$ 124.54

Shop All Departments Cart Wish List

More Buying Choices

5 used & new from CDN$ 48.28

Have one to sell? 

Share  



Victor Klee (1925-2007)

Vic Klee at Oberwolfach in 1981
(photo: L. Danzer)



Klee-Minty paper (1970)

The start of Polyhedral Computation?



Norm Zadeh

Norm Zadeh creator of Perfect Ten Magazine at his Beverly Hills
Mansion November 2001 with his perfect 10 models
(photo:Jonas Mohr)
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Hot property: Norm Zada, publisher of 
Perfect 10 magazine has listed his 
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Sold!

 

Listing Provided Courtesy of: Brian Adler, Westside Estate Agency Inc.

Buyer's agent: Joshua Altman, Hilton & Hyland

Sold on 11/16/2010

$16,500,000

72 BEVERLY PARK Dr
Beverly Hills, CA 90210

BEDS: 11

BATHS: 18

SQ. FT.: 20,000

$/SQ. FT.: $825

LOT SIZE: 6.79 Acres

PROPERTY TYPE: Residential, Single Family

STYLE: Architectural

VIEW: Canyon, City Lights,
Mountain, Yes

YEAR BUILT: 2000

COMMUNITY: Beverly Hills Post Office

COUNTY: Los Angeles

MLS#: 09-352603

SOURCE: TheMLS

STATUS: Closed

The absolute best opportunity to purchase a

pristine almost new Beverly Park compound in

years. Trophy contemporary estate by the Landry

Design Group sited on the highest elevation in

Beverly Park. The free-flowing approx 20,000 sq. ft.

estate includes a new 6,100 sq. ft. guest house +

1,700 sq. ft. bonus room at basement level, which is

connected to the main house by a glass and

stainless steel-columned bridge. There is a total of

11bdrm/18bath on 6.79 acres (over 2 acres level)

w/ mtn views and city lights. This private hilltop

setting's outdoor amenities include vast pristine lawns, large pool and paddle tennis ct with pavilions.

 

72 BEVERLY PARK Dr, Beverly Hills, CA 90210 | MLS# 09-352603 http://www.redfin.com/CA/Beverly-Hills/72-Beverly-Park-90210...

1 of 6 2011/01/12 17:48



LP-digraphs
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Basic problem

Can we efficiently find the sink of an LP-digraph by following a
directed path from any given vertex, using a given edge selection
rule (pivoting)?



Necessary conditions for LP digraphs

• Unique Sink Orientation (USO) [‘01 Szabo,Welzl]

• Acyclicity

• Holt Klee Property [‘99 Holt, Klee]

• Shelling Property [‘09 Avis, Moriyama]
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Necessary conditions for LP digraphs
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Klee-Minty Examples

• 3-cube (Chvátal, P.47)

maximize 100x1 + 10x2 + x3

s.t. x1 ≤ 1

20x1 + x2 ≤ 100

200x1 + 20x2 + x3 ≤ 10000

x1, x2, x3 ≥ 0

• Vertices:

0 0 0 0 100 8000
1 0 0 1 80 8200
1 80 0 1 0 9800
0 100 0 0 0 10000
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Pivot Sequence (Dantzig’s rule)

•

x1 x2 x3

0 0 0
1 0 0
1 80 0
0 100 0
0 100 8000
1 0 9800
1 80 8200
0 0 10000

• xn stays out of basis for 2n−1 iterations.

• x1 pivots 2n−1 times.
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Pivot Sequence (Dantzig’s rule)

•

x1 x2 x3

0 0 0
1 0 0
1 80 0
0 100 0
0 100 8000
1 0 9800
1 80 8200
0 0 10000

• xn stays out of basis for 2n−1 iterations.

• x1 pivots 2n−1 times.



Klee-Minty construction

          1D      2D                           3D                                                     4D



Klee-Minty path

          1D      2D                           3D                                                     4D



n-cube USOs

• Vertices V = {0, 1, ..., 2n − 1} = {00..00, 00..01, ..., 11..11}

• Facets F1,F2, ...,F2n. For i = 1, ..., n,

Fi = {(x1, x2, ..., xn)|xi = 0}, Fn+i = {(x1, x2, ..., xn)|xi = 1}.

• Cobasis C (v) = {i : v ∈ Fi , i = 1, ..., 2n}, v ∈ V

• Basis B(v) = {i : v /∈ Fi , i = 1, ..., 2n}, v ∈ V

• Note i ∈ B(v) iff n + i ∈ C (v).

• A pivot interchanges a pair of indices i and n + i between
B(v) and C (v). (flips bit i of v)
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3-cube acyclic USO

• Vertices V = {0, 1, ..., 7} = {000, 001, ..., 111}

• Fi = {(x1, x2, x3)|xi = 0}, F3+i = {(x1, x2, , x3)|xi = 1}
• C (6) = C (110) = {4, 5, 3}, B(6) = B(110) = {1, 2, 6}
• v = 6 pivots to vertices 2,4,7 by flipping bits 1,2,3

• Pivots correspond to moves in the 4,2,1 directions
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History based rules

Choose the improving variable that satisfies:

• Least number of times to enter basis (Zadeh)

• Least recently considered (Cunningham)

• Least recently entered (Fathi-Tovey)

• Least number of iterations in basis (A-M-M)

• Least used direction (A-M-M)

• Least recently basic (Johnson)

• All of the above break Klee-Minty type constructions

• We try to find an acyclic USO for which a given rule follows a
Hamiltonian path
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Least entered rule (Zadeh)

Vertex

(orientation, direction)-pair

Options+ 4 -4 + 3 -3 + 2 -2 + 1 -1

0 0 0 0 0 0 0 0 0 0 0 0 0 +1, +2, +3, +4

1 0 0 0 1 0 0 0 0 0 0 1 0 +2, +3, +4

3 0 0 1 1 0 0 0 0 1 0 1 0 -1, +4

2 0 0 1 0 0 0 0 0 1 0 1 1 +3, +4

10 1 0 1 0 1 0 0 0 1 0 1 1 -2

8 1 0 0 0 1 0 0 0 1 1 1 1

15

4

5 7

6

9 11

1412

13

0

1 3

2

108



Least recently basic (Johnson)

Vertex

(orientation, direction)-pair

Options+ 4 - 4 + 3 - 3 + 2 - 2 + 1 - 1

0 0 0 0 0 � � � � +1, +2, +3, +4

1 0 0 0 1 � � � � +2, +3, +4

5 0 1 0 1 � � � � +2, +4

13 1 1 0 1 � � � � +2

15 1 1 1 1 � � � � -1

14 1 1 1 0 � � � � -3

10 1 0 1 0 � � � � -2

8 1 0 0 0 � � � �

2

4

5 7

6

12

3

119

0

1 13 15

14

108



Least recently considered (Cunningham)

Vertex Sequence Options

0 0 0 0 0 + 2, - 2, + 1, - 1, + 3, - 3, + 4, - 4 + 2

2 0 0 1 0 - 2, + 1, - 1, + 3, - 3, + 4, - 4 + 3

6 0 1 1 0 - 3, + 4, - 4, + 2, - 2, + 1, - 1 + 4

14 1 1 1 0 - 4, + 2, - 2, + 1, - 1, + 3, - 3 - 3

10 1 0 1 0 + 4, - 4, + 2, - 2, + 1, - 1, + 3 - 2

8 1 0 0 0 + 1, - 1, + 3, - 3, + 4, - 4, + 2

15

4

5 7

6

1412

131 3

119

8 10

20



Least recently entered (Fathi-Tovey)

Vertex (orientation, direction)-pair Options

+ 4 - 4 + 3 - 3 + 2 - 2 + 1 - 1

0 0 0 0 0 � � � � +1, +2, +3, +4

1 0 0 0 1 � � � � +2, +3, +4

5 0 1 0 1 � � � � +2, +4

13 1 1 0 1 � � � � +2

15 1 1 1 1 � � � � -1, -3, -4

11 1 0 1 1 � � � � -2

9 1 0 0 1 � � � � -1

8 1 0 0 0 � � � �

2

4

5 7

6

10

1412

3

0

1 13 15

119

8



Least number of iterations in basis (A-M-M)

Vertex

(orientation, direction)-pair

Options+ 4 - 4 + 3 - 3 + 2 - 2 + 1 - 1

0 0 0 0 0 0 1 0 1 0 1 0 1 +1, +2, +3, +4

1 0 0 0 1 0 2 0 2 0 2 1 1 +2, +3, +4

5 0 1 0 1 0 3 1 2 0 3 2 1 +2, +4

13 1 1 0 1 1 3 2 2 0 4 3 1 +2

15 1 1 1 1 2 3 3 2 1 4 4 1 -1

14 1 1 1 0 3 3 4 2 2 4 4 2 -3

10 1 0 1 0 4 3 4 3 3 4 4 3 +1, -2

11 1 0 1 1 5 3 4 4 4 4 5 3 -2

9 1 0 0 1 6 3 4 5 4 5 6 3 -1

8 1 0 0 0 7 3 4 6 4 6 6 4

2

4

5 7

6

12

3

0

1 13 15

14

9

8 10

11



Least used direction (A-M-M)

Vertex

Direction

Options4 3 2 1

0 0 0 0 0 0 0 0 0 1, 2, 3, 4

1 0 0 0 1 0 0 0 1 2, 3, 4

3 0 0 1 1 0 0 1 1 4

11 1 0 1 1 1 0 1 1 2

9 1 0 0 1 1 0 2 1 1

8 1 0 0 0 1 0 2 2

15

2

4

5 7

6

10

1412

13

0

1 3

119

8



Least used direction

For n-cube Hn, directions i = 1, ..., n

• nv(i)= the number of times that direction i has been taken.

• Initialize: nv(i) = 0 for i = 1, ..., n

• Update: From current vertex y choose an outgoing edge to a
facet Fj minimizing nv(j)

• Set nv(j)=nv(j)+1.

• Special case of Zadeh’s rule.
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Unique H3

Hamilton path using least used direction rule
It satisfies the Holt-Klee condition

0

1

2

3

4

5

6

7

Least visited rule

nv(1) = nv(2) = nv(4) = 0

4: nv(1) = nv(2) = 0, nv(4) = 1

2: nv(1) = 0, nv(2) = 1, nv(4) = 1

1: nv(1) = 1, nv(2) = 1, nv(4) = 1

2: nv(1) = 1, nv(2) = 2, nv(4) = 1

4: nv(1) = 1, nv(2) = 2, nv(4) = 2

2: nv(1) = 1, nv(2) = 3, nv(4) = 2

1



Unique H4

Hamilton path using least used direction rule
It satisfies the Holt-Klee condition

0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

[3, 4, 3, 2, 1, 2, 1, 3, 1, 0, 2, 2, 1, 3, 2, 2]

[9, 8, 12, 4, 6, 14,10, 11, 15, 13, 5, 7, 3, 2, 0, 1] 

Least visited rule

nv(1) = nv(2) = nv(4) = nv(8) = 0

1: nv(1) = 1, nv(2) = nv(4) = nv(8) = 0

4: nv(1) = 1, nv(2) = 0, nv(4) = 1, nv(8) = 0

8: nv(1) = 1, nv(2) = 0, nv(4) = 1, nv(8) = 1

2: nv(1) = 1, nv(2) = 1, nv(4) = 1, nv(8) = 1

8: nv(1) = 1, nv(2) = 1, nv(4) = 1, nv(8) = 2

4: nv(1) = 1, nv(2) = 1, nv(4) = 2, nv(8) = 2

1: nv(1) = 2, nv(2) = 1, nv(4) = 2, nv(8) = 2

4: nv(1) = 2, nv(2) = 1, nv(4) = 3, nv(8) = 2

2: nv(1) = 2, nv(2) = 2, nv(4) = 3, nv(8) = 2

8: nv(1) = 2, nv(2) = 2, nv(4) = 3, nv(8) = 3

2: nv(1) = 2, nv(2) = 3, nv(4) = 3, nv(8) = 3

4: nv(1) = 2, nv(2) = 2, nv(4) = 4, nv(8) = 2

1: nv(1) = 3, nv(2) = 2, nv(4) = 4, nv(8) = 2

2: nv(1) = 3, nv(2) = 3, nv(4) = 4, nv(8) = 2

1
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H5
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9
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14
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24

25
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27
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30

31

9 8 12 4 20 22 6 14

10 11 15 13 5 7 23 31

30 28 29 25 27 19 3 2

18 26 24 16 0 1 17 21 
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3
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3

2

Least visited rule

David’s example
Acyclic, USO, non-HK

One H_4 cube



Another candidate for H5

0

1

2

3

4

5

6

7

16

17

18

19

20

21

22

23

8

9

10

11

12

13

14

15

24

25

26

27

28

29

30

31

3

4

3

4

1

2

2

3

1

0 2

2

3

1 2

2

4

3

3

5 2

1

1

2

3

4

4

3

3

2

3

2

9 8 12 4 20 22 6 14

10 11 15 13 5 7 23 31

30 28 29 25 24 16 0 2

18 26 27 19 3 1 17 21

Yoshitake’s example
Acyclic, USO, non-HK

No H_4 cubes

Least visited rule



Computational results: least used direction

dimension 2 3 4 5

number of Hamilton paths 1 1 1 2

Holt-Klee 1 1 1 0

• For n ≤ 4, each example extends to the next dimension

• Since HK fails for n = 5, these examples are not LP-digraphs
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Computational results: least used direction

But things do not go well for n ≥ 6 ...

dimension 2 3 4 5 6 7 8

number of Hamilton paths 1 1 1 2 0 0 0

Holt-Klee 1 1 1 0 0 0 0

We did a computer search of all acyclic USOs that contain
Hamiltonial paths.



Least times to enter basis (Zadeh’s rule)

Facets Fi , i = 1, ..., 2n

• nv(i)= the number of times that Fi has been visited.

• Initialize: nv(i) = 0 for all i

• Update: From current vertex y choose an outgoing edge to a
facet Fj minimizing nv(j)

• Set nv(j)=nv(j)+1.
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Least times to enter basis (Zadeh’s rule)

Facets Fi , i = 1, ..., 2n

• nv(i)= the number of times that Fi has been visited.

• Initialize: nv(i) = 0 for all i

• Update: From current vertex y choose an outgoing edge to a
facet Fj minimizing nv(j)

• Set nv(j)=nv(j)+1.



Computational results: least times to enter basis

The deluge!

dimension 2 3 4 5 6 7

Ham. paths 1 2 17 1,072 3,262,342 ≥ 42,500,000,000

Holt-Klee 1 2 12 79 360 none yet



Computational results: all rules

Dimension 2 3 4 5 6 7

Least-entered(Zadeh) 1 2 17 1, 072 3, 262, 342 > 1010

Least-used-direction 1 1 1 2 0 0

Least-recently-entered 1 1 1 0 0 0

Least-recently-considered 1 0 0 0 0 0

Least-recently-basic 1 0 0 0 0 0

Least-iterations-in-basis 1 0 0 0 0 0

Table: Hamiltonian paths produced by history based pivot rules



How do we get the results?

Williamson Hoke’s theorem (1988)

• Given an oriented n-cube H, let dk = number of vertices with
in-degree k

• Theorem: H is an AUSO if and only if

dk =

(
n

k

)
, k = 0, 1, ..., n

• Eg. Exactly n vertices have in-degree one.
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How do we get the results(ctd)?

• Hopeless trying to generate all AUSOs directly

• We generate a Hamiltonian path (HP) on an unoriented cube
(Klee’s maxim)

• A HP defines the orientation of all edges of an acyclic
orientation

• We generate only HPs consistent with Zadeh’s rule using nv
sequence

• Reject partial HP if it violates W-H theorem
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Canonical paths lemma

For any history based pivot rule generating a HP there is a
labelling of the cube s.t.

• HP starts at vertex 0

• The order of first used-directions is +1,+2, ...,+d .

• Except for Zadeh’s rule we can assume that the first d pivots
are +1,+2, ...,+d .

• For Zadeh’s rule we cannot:
Eg. +1, +2, -1, +3, .... is valid.
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Indegree 1 vertices

In a canonical HP the indegree of a vertex is 1 if and only it is
reached by a signed direction that is being used for the first time.

• (v , v ′) is an edge of HP that uses the direction +t for the first
time.

• Previous vertices in the path must have zero on the t-th bit.

• Neighbours of v ′ on the hypercube except v have one on this
bit, so they cannot have been visited .

• The indegree of v ′ is one.

• Each of d directions yields one such vertex.

• By WH there are no others.

• Eg: +1,+2,+3,-1,... does give a HP by Zadeh
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Non-existence of Hamiltonian paths

Theorem

• For d ≥ 3 the following rules do not generate any Hamiltonian
paths on AUSO cubes: least-iterations-in-basis,
least-recently-basic, least-recently considered.

• For d ≥ 5 the least-recently-entered rule does not generate
any Hamiltonian paths on AUSO cubes.
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Proof of non-existence of Hamiltonian paths

• The least-iterations-in-basis, least-recently-basic,
least-recently considered, rules start with +1,+2,...,+d,-1,...

• These d + 1 vertices have indegree one violating
Williamson-Hoke
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Non-existence: least-recently-entered, d ≥ 5

Theorem 1.1. The least-recently entered rule does not have any Hamiltonian
paths on a d-cube for d ≥ 5.

Proof. Suppose P is a Hamiltonian path produced by Algorithm 1 for the least-
recently entered rule when d ≥ 5. We will show that P must begin with the
sequence of vertices Q = Q1, Q2, Q3, Q4 where Q1 = {0, 1, 3, · · · , 2d − 1}, Q2 =
{2d−1−2d−2, 2d−1−2d−2−2d−3, · · · , 2d−1}, Q3 = {2d−1+2, 2, 6, 14, · · · , 2d−2}
and Q4 = {2d−2−2d−2, 2d−2−2d−2−2d−3, · · · , 2d−1+2+4+8, 2d−1+2+4}.

Q includes the vertices {2d−1+2, 2d−1+2+4+8, 2d−1+2+4} as a subsequence
and does not contain the vertex 2d−1 + 2 + 8. These four vertices lie on a 2-face
which has two sources, 2d−1 +2 and 2d−1 +2+4+8, a contradiction. It remains
to show that P begins as specified.

• Q1 = 0, 1, 3 · · · , 2d − 1. This follows from Lemma ??.

• Q2 = 2d − 1, 2d − 2d−2 − 1, 2d − 2d−2 − 2d−3 − 1, · · · , 2d−1.

We prove this by mathematical induction. For the basic step, we will
show only 2d − 2d−2 − 1 can come right after 2d − 1. When we visited
the vertex 2d − 1, all of the bits are 1. It means the next vertex can be
represented as 2d − 2k − 1 =

∑d−1
i=0 2i − 2k (d− 1 > k ≥ 0). By Corollary

??, vertex
∑d−1

i=0 2i − 2k should have two visited neighbours, one of which
is obviously the vertex 2d−1. In other words, there exists j 6= k such that
∑d−1

i=0 2i − 2k − 2j ∈
{

0, 1, 3 · · · , 2d − 1
}

=
{

v|∃l s.t. v =
∑l

i=0 2i
}

∪ {0}.

Since d ≥ 3 forces
∑d−1

i=0 2i−2k−2j not to be equal to 0,
∑d−1

i=0 2i−2k−2j

should be represented as
∑l

i=0 2i =
∑d−1

i=0 2i −
∑d−1

i=l+1 2i for certain l.
Therefore, the (k, j) equal (d − 1, d − 2) or (d − 2, d− 1), and d − 1 > k

requires k = d− 2.

We can prove the inductive step similarly. If the path is continued by

2d− 1, 2d− 1− 2d−2, · · · , 2d− 1−
{

∑d−2
i=d−2−k 2i

}

, the next vertex should

be equal to
∑d−1

i=0 2i−
∑d−2

i=d−2−k 2i+2j (d−2−k ≤ j ≤ d−2) or
∑d−1

i=0 2i−
∑d−2

i=d−2−k 2i−2j (j = d−1 or j < d−2−k). By Corollary ??, two neigh-

bours of it are in
{

0, 1, 3 · · · , 2d − 1, 2d − 1− 2d−2, · · · , 2d − 1−
∑d−2

i=d−2−k 2i
}

Using binary numbers, 2d−
{

∑i

k=0 2d−(2+k)
}

−1 can be denoted 100 . . . 0011 . . .11,

where we have k + 1 0s.

• Q3 = {2d−1 + 2, 2, 6, 14, · · · , 2d − 2}

At the vertex 2d−1, the history information function becomes

f(x) =







d + x (if x > 0 )
1 (if x = −d )
2d + 1− x

Although its minimum value is 1, when x = −d, and the second smallest
value is 2, when x = +1, we can not use either the direction −d or +1,
since they lead to visited vertices. That leads us to use the direction +2,
whose value is third smallest. Likewise, to avoid visiting an already visited
vertex, we have to follow the sequence {2d−1 + 2, 2, 6, 14, · · · , 2d − 2}

• Q4 = {2d−2−2d−2, 2d−2−2d−2−2d−3, · · · , 2d−1+2+4+8, 2d−1+2+4}

This follows the same reasoning as Q3.

2



How few times can a variable enter the basis?

• In Klee-Minty examples, one variable never enters the basis...

• ...and one variable enter 2n−1 times.

• Zadeh’s rule tries to balance this.

• Theorem
Let H be a AUSO n-cube with a H.P. followed by Zadeh’s rule.
Each variable enters the basis at least 2n−2

n − 1 times.



How few times can a variable enter the basis?

• In Klee-Minty examples, one variable never enters the basis...

• ...and one variable enter 2n−1 times.

• Zadeh’s rule tries to balance this.

• Theorem
Let H be a AUSO n-cube with a H.P. followed by Zadeh’s rule.
Each variable enters the basis at least 2n−2

n − 1 times.



How few times can a variable enter the basis?

• In Klee-Minty examples, one variable never enters the basis...

• ...and one variable enter 2n−1 times.

• Zadeh’s rule tries to balance this.

• Theorem
Let H be a AUSO n-cube with a H.P. followed by Zadeh’s rule.
Each variable enters the basis at least 2n−2

n − 1 times.



How few times can a variable enter the basis?

• In Klee-Minty examples, one variable never enters the basis...

• ...and one variable enter 2n−1 times.

• Zadeh’s rule tries to balance this.

• Theorem
Let H be a AUSO n-cube with a H.P. followed by Zadeh’s rule.
Each variable enters the basis at least 2n−2

n − 1 times.



Proof of the lower bound

• Variable −d enters the basis min number k times

• At the sink
∑2n

i=1 nv(i) = 2n − 1
• Pivot ±d is blocked at v if v ’s twin already visited
• Any pivot with nv(i) ≥ k + 2 must be blocked
• Number of blocked pivots is at most 2n−1

•
∑2n

i=1 nv(i) ≤ 2n(k + 2)− 1 + 2n−1

• Combining, k ≥ 2n−2

n − 2

+d -d

C
1

C
2
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• Combining, k ≥ 2n−2
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Hamiltonian paths are special

• The theorem does not generalize to arbitrary exponential
length Zadeh paths

• Let C1 and C2 be copies of an AUSO with an exponential
length Zadeh path.
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And the open problems are ...

• Show Hamiltonian paths exist in all dimensions for Zadeh’s
rule

• Are there exponential lower bounds for all rules?

• Are any of these rules subexponential for LPs?
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