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What the Customer Wants

A mysterious figure...

who wants data turned into knowledge...
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Explorers of data...



What the Users Need

Explorers of data...

who need help with the deluge...
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How to Solve Problems

The Feynman Problem-Solving Algorithm:
1. write down the problem;
2. think very hard;
3. write down the answer.

attributed to Murray Gell-Mann
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The Knowledge Discovery Algorithm:
1. collect some data;
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The Knowledge Discovery Algorithm:
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2. look at it;



How to Discover Knowledge

The Knowledge Discovery Algorithm:
1. collect some data;
2. look at it;
3. collect the knowledge.
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What is Knowledge Discovery? 1

Goes by various names:



What is Knowledge Discovery? 1

Goes by various names:

» data mining

» knowledge discovery
» machine learning

» pattern recognition
» statistical learning
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What is Knowledge Discovery? 2

Is interdisciplinary:

computational statistics
machine learning
visualization
high-performance computing
data storage systems
algorithms

operations research
bioinformatics

information retrieval

vV vV vV VvV vV vV vV VY
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What is Knowledge Discovery? 3

Can be defined as:

the process of extracting previously unknown and
potentially useful patterns inherent in data

What is a pattern?

an expression of some subset of the data or a model
of the subset, or a high-level description of some
subset of the data
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Note:
clever algorithms are good, but clever algorithms that
can be implemented for a user are even better



What is Knowledge Discovery? 4

Note:
clever algorithms are good, but clever algorithms that
can be implemented for a user are even better

classic tradoff between: speed, accuracy, cost
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» All n objects in the dataset can be expressed as an n x q
data matrix.

» known as vector-space model



What is Data?

Object x; has g measurements:
S (X X T R9
XI_(XI17X127"'7XIC]) €

» All n objects in the dataset can be expressed as an n x q
data matrix.

» known as vector-space model
Examples:
1. Text Mining: n documents, g weights or scores for
particular words or phrases
2. Image Analysis: nimages, q pixel color or intensity values

3. Computer Network Traffic: n application or protocol flows,
g network traffic counts or scores

4. DNA Expression Microarrays: n genes (nucleotide
sequences), g cell samples



Many (Statistical) Approaches

class-conditional densities:
» known
» Bayes Decision Theory
» unknown
» supervised

> parametric
> nonparametric

» unsupervised

> parametric
> nonparametric



Example 1: Find SPAM

Subject: driesbound wrote
From: Palisha Philibert
Date: 2/4/07 4:35PM

To: kendall@orionsarrow.com

: Did you

Now HPGI is prep.
are working on the
active working.

ng for the gold extraction. A lot of specialists
ield and are making preparations foroperative and

“Wie are delighted with the acquisition of Orion and we feel the
property has excellent potential to produce results that will exceed
our expectations,” commented Ted Pomerleau, President and Chairman of
Hemisphere Gold.

As you know the State Department also noted that Suriname's effortsin
recent years to liberalize economic policy created new po::x:ull s
for U.S. exports and investments. More over in the
Snemigistie Glokal Shancuy more coMnEEiesstaEL B buy goud for Shids
reserves.But what is impor: is that a start has beanmade in buying
in the market.New information from KPGT will be at an early date.Alsc
company are starting to hire staff for mine gold region.Underplay is
our style (H2GI)

tuat

a2u3030yseliclk2:

fozw3delm0§oladimmid
70736671 746E7366 7

Subject: e-Society 2007: CFP (submissions: 26 February 2007)
From: Carla Sa

Date: 2/7/2007 3:45PM

To: kendall@orionsarrow.com

Apologies for cross-py Please send to students

ALL FOR PAPERS - Deadline for submissions: 26 February 2007 —

TADIS INTERNATIONAL CONFERENCE E-SOCIETY 2007Lisbon, Portugal, 3 to 6 July 2007
(bttp:/www.esociety<onf.org/)part of the IADIS Multi Conference on Computer Scienceand
Information Systems (MCCSIS 2007)Lisbon, Portugal, 3 10 8 July 2007 (hitpi/iwww.meesis.ong)

« Keynote Speaker (confirmed)Professar Mircia Fem@ndez Ard@vol,
(UOC), Barcelona, Spain

‘iversitat Oberta de Catalunya

* Conference Background and § ¢-Society 2007 dd

fssues of concern wthin he Information Socey. Thisconfernce covers b (e techical s el s he
‘non-technical aspects of the Information Society. Broad areas of interest are eGovernment /
eGovernance, cBusiness / eCommerce, el.eamingeHealth, Information Systems and Information
Management. These broad areasare divided into more detailed areas (see below). However innovative
contributes that don't fit into these areas will also be considered since they might be of benefit to
conference attendees.

* Format of the Conference vited talks and eser The
procecdings of the conference will be publihed i the form of & bk and CD-ROM with ISBN, an
the

]

“The best paper authrs wil be invited
to publish extended versions of lhcu papers in the LADISJmlm:I on WWW/internet (ISSN: 1645-7641)
and other selected Joumals
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Enron Figure: The New York Times; Carey Priebe and Youngser Park, Johns Hopkins University



Example 2: Find EVIL-DOERS

SEARCH INSIDE!™

SEARCH INSIDE!™

Finding Patterns. “Yenneth,
In Corporate Chatter

Enron Figure: The New York Times; Carey Priebe and Youngser Park, Johns Hopkins University

unsupervised learning



Method Components

1. model representation
2. model evaluation
3. parameter/model search



Implementation Issues

large databases

distance

high dimensionality

overfitting

missing/noisy data

local patterns (as opposed to global patterns)
user involvement in the search

vV vV vV VvV VvV VY
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Process

lnmrpmal ion /
Data Mining
Preprocessing
115
- Patterns

Preprocessed Data Data

‘ Target Date

Figure: Fayyad, et al.
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lterative Denoising Methodology

In a nutshell:
Process a set of high-dimensional data; perform a
local structure-preserving projection into a
low-dimensional space; provide a visualization and
interaction interface; partition and iteratively denoise.

Motivated by:

» Priebe, Marchette, Healy, 2004, "Integrated Sensing and
Processing Decision Trees," IEEE PAMI.

» Priebe, et al., 2004, "lterative Denoising for Cross-Corpus
Discovery," COMPSTAT.



An lterative Denoising Tree

e Denoise




lterative Denoising Framework

T

| Extract Summary Metrics | A ={A,...,A,} = essentials(C)

-—hl Extract Features | Xa = cdfe(A)

v

Denoise

_| Interact |




Denoising Detalil

<«

Compute Proximities

<«

Embed

<

Partition

<«

- . o {vews)
A proximity metric Tij = Twih N1
F= U1 Ya_
Alow dim space v T VN
k
X — 112
Clusters W ; Z{ lz; = 2l



Laplacian Eigenmaps

» nonlinear dimensionality reduction technique that distorts
geometry in such a way that enhances some types of
clustering

L =D - Ais large, sparse

L is symmetric, positive semi-definite

0< A <A< <A

corresponding d eigenvectors —> Fiedler Space

vV v.v. v Y

eigenvectors corresponding to two smallest non-zero
eigenvalues —> visualization
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A Science News Corpus

SCIENCE
NEWS

Class Number of Documents
Anthropology 54

Astronomy 121

Behavioral Sciences | 72

Earth Sciences 137

Life Sciences 205

Math & CS 60

Medicine 280

Physics 118

Table 1: Science News corpus.

n = 1047 documents
g = 32130 words (ngrams)




A Clustering Hierarchy 1

Node: 2
ClassCounts: 14 42224 4212616 >
/|Size = 140
Node: 1 | [Node: 3
ClassCounts: 54 121 72 137 20560 280 118 |- ClassCounts: 32 84 43 81 126 17 20176
Size = 1047 | [Size = 660
\Node: 4
ClassCounts: 8 3373237317326 »
Size = 247
1. Anthropology 5. Life Sciences
2. Astronomy 6. Math & CS

3. Behavioral Sciences 7. Medicine
4. Earth Sciences 8. Physics



A Clustering Hierarchy 2

CIassCoums 00045040
/ |Size = 13

Node: 2 y
ClassCounts: 14 42224 4212616 CIaschums 745203212116
Size = 140 \

N\
[ ‘{Classcoums 701705010
| ize =
[ Node: 8
( [ClassCounts: 073021003
| |Size =79

|
Node: 1 Node: 3 Node: 9
ClassCounts: 54 121 72 137 205 60 280 118 |- ClassCounts: 32 84 43 81 126 17 201 76
Size = 1047 Size = 660

|

ClassCounts: 32 10 13 79 102 17 27 71
| \|Node: 10
| ClassCounts: 01300230174 2
| Size = 230

Size = 351

Node: 11
| /ClassCounts: 23101622012
| /|size =65
Node: 4 / Node: 12
ClassCounts: 8 33 7 32 37 31 73 26 ClassCounts: 6 151629373 11
Size = 247 Size = 144

“\_[Node: 13
ClassCounts: 012062603
Size = 38

1. Anthropology 5. Life Sciences
2. Astronomy 6. Math & CS
3. Behavioral Sciences 7. Medicine

4. Earth Sciences 8. Physics



Fiedler Space Projection 1

1. Anthropology: yellow 5. Life Sciences: orange
2. Astronomy: black 6. Math & CS: red

3. Behavioral Sciences: magenta 7. Medicine: green

4. Earth Sciences: lightGray 8. Physics: blue



Fiedler Space Projection 2

1. Anthropology: yellow 5. Life Sciences: orange
2. Astronomy: black 6. Math & CS: red

3. Behavioral Sciences: magenta 7. Medicine: green

4. Earth Sciences: lightGray 8. Physics: blue



Fiedler Space Projection 3

1. Anthropology: yellow

2. Astronomy: black

3. Behavioral Sciences: magenta
4. Earth Sciences: lightGray

5. Life Sciences: orange
6. Math & CS: red

7. Medicine: green

8. Physics: blue



Fiedler Space Projection 4

snuas b

7
5412172137 20580280 118
1047

1. Anthropology: yellow 5. Life Sciences: orange
2. Astronomy: black 6. Math & CS: red

3. Behavioral Sciences: magenta 7. Medicine: green

4. Earth Sciences: lightGray 8. Physics: blue



Interesting Grouping

N

. “Math enthusiast wins Science Talent Search”

2. “Message in DNA tops Science Talent Search”

3. “Chinks in Digital Armor: exploiting faults to break

smart-card cryptosystems”
“Motor City hosts top science fair winners”
“Science Talent Search winners shine bright”
“Neutrinos to buckyballs: 10 talents tower”
“Logic in the Blocks: simple puzzles can give

computers an unexpected workout” %
. 8. “How to trick other people's computers into solving

your math problems”

Nooa

1. Anthropology: yellow 5. Life Sciences: orange
2. Astronomy: black 6. Math & CS: red

3. Behavioral Sciences: magenta 7. Medicine: green

4. Earth Sciences: lightGray 8. Physics: blue

3
3
3
3 3 3 3
3
3 4 3
3
2
3
ey
3
3 53,33
B K
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1 3,?;
1|‘1 2



Thank you.

Basics of Knowledge Discovery Engines

Kendall Giles
kgiles@cs.jhu.edu

www.kendallgiles.com
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