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1 Geometric DL-systems and Bi-
linear Structures

Let ` be a prime number and G a group
of order ` such that

• the elements in G are presented in a
compact way i.e. by O(log(`)) bits

• the group composition ⊕ is easy to
be implemented and very fast,i.e. has
complexity O(log(`)).

• the discrete logarithm problem (DL-
problem) i.e.:
for randomly chosen elements g1, g2 ∈
G compute a number k ∈ Z such
that [k]g2 = g1
is hard.
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1.1 Bilinear Structures

Let (A, ◦) be a DL-system.

Definition 1.1 Assume that there are
Z-modules B and C and that a bilin-
ear map

Q : A×B → C

with

• Q is computable in polynomial time

• Q(., .) is non-degenerate in the first
variable. Hence, for random b ∈
B we have Q(a1, b) = Q(a2, b) iff
a1 = a2 .

We call (A,Q) a DL-system with bi-
linear structure.
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The importance of bilinear structures
for cryptology was discussed in several
lectures.

Remark 1.2 One is used to describe
bilinear maps on free modules by ma-
trices whose entries consist of the val-
ues of the form on pairs of elements
in fixed bases. For instance assume
that A is a cyclic group with n ele-
ments with generator P0. Then

Q : A× A → Z/n

is determined by Q(P0, P0). Without
further information the computation
of Q(P, Q) is equivalent with DL.
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From the algebraic point of view there
are pairings “everywhere”.
But: Because of the condition about the
computational complexity it is much harder
to find DL-systems with bilinear struc-
ture.

Problem 1 Find bilinear structures!

One possibility is to use duality theo-
rems of Arithmetic Geometry ie. from
Algebraic Geometry and Algebraic Num-
ber Theory.
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2 Dualities

For abelian groups A one has the Pon-
tryagin Duality:
A∗ := Hom(A,R/Z).
For finite group schemes A defined over
a field K one has the Cartier dual, ie. a
group scheme Â := HomK(A, Gm).
Etale group schemes correspond to Ga-
lois modules A = A(Ks) of GK , the
absolute Galois group of K.
If A and Â are étale then

Â(Ks) = A(Ks)
∗.
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Let J be an abelian variety.
There exists a dual abelian variety Ĵ
such that

J [n] := ker(n ◦ idJ)

is the Cartier dual to Ĵ [n].
If n is prime to char(K) then J [n] and

Ĵ [n] are étale.

In general Ĵ is isogenous to J . For
simplicity we shall assume from now on
that J and Ĵ can be identified (ie. J is
principally polarized.)
This is the case if J is the Jacobian of
a curve.
Consequence:
J [n] is self-dual.
Explicitly, the duality is given by the
Weil pairing.
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2.1 Local and Global fields: Class
Field Theory

Over special fields we get a much finer
duality theory which involves the arith-
metic of K.
Assume that K is a number field (global
field). Let me state one of the most
beautiful theories of Mathematics in four
lines .

Theorem 2.1 For 0 ≤ i ≤ 3 we
have a perfect duality of finite groups

Hi
et(X,F )× Ext3−i

X (F,Gm)

→ H3
et(X,Gm) = Q/Z.
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Here, X is the spectrum of the ring of
integers of a number field, the coho-
mology is with respect to the étale si-
tus, and F is a constructible sheaf (ie.
there is a finite set of points in X such
that the pull back of F to ... < X −
{x1, . . . , xn} and to x1, . . . xn is a lo-
cally constant abelian sheaf),for instance,
it is the sheaf related to an étale group
scheme.

I cannot explain this result in detail, not
to speak of proving it. A nice reference
is B. Mazur: Notes on étale cohomology
of number fields; Ann. sci. ENS t.6, no

4 (1973),p.521-552.
I shall have to restrict myself to special
cases and to state consequences.
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2.2 DL-systems in Class Groups:
Geometry Enters

The most important source for finding
G are ideal or divisor class groups at-
tached to curves C over finite fields Fq.

Take O, an integral domain with quo-
tient field F .
A ⊂ F is an O-ideal
i.e. there is an element f ∈ F ∗ with
fA an ideal of O.
The invertible ideals form the ideal group
of O.
Its quotient group modulo principal in-
vertible ideals is denoted by Pic(O).
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Problem 2 Find suitable rings O such
that for a large prime `

• Z/` can be embedded into Pic(O)

• the elements in Pic(O) can be de-
scribed in a compact way

• the composition in the ideal class
group has complexity O(log(`)).
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2.3 Ideal Classes of Rings of Func-
tions

We study one type of rings:
O the ring of holomorphic func-
tions
of an (affine) curve CO defined over a
finite field Fq with q elements.
In general we allow singularities (leads
to tori) as well as “missing points” (lo-
calizations).
We assume that CO has only one singu-
lar point Psing and that its conductor
is squarefree.
(Higher powers of prime ideals in the
conductor change the ideal class group
by unipotent groups and different sin-
gular points can be treated separately.)
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To see the geometric picture better we
extend scalars and interpret CO as curve
defined over Fq with corresponding ring
of holomorphic functions O.
The Galois group of Fq acts on func-
tions, ideals and ideal classes in a natu-
ral way.
We have the exact sequences of Galois
modules

1 → PrincO → I(O) → Pic(O) → 0

.
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By the theory of Generalized Jacobians
and using the Approximation Theorem
we relate the Picard groups of such rings
to the divisor class groups of the pro-
jective non singular curve C attached
to CO and so to the points of the Jaco-
bian variety JC of C.

Theorem 2.2 We have the exact se-
quences of GK-modules

1 → PrincO → IO → PicO → 0

1 → TS(Ks) → Pic(O) → Pic(Õ) → 0

and

0 → CT∞ → JC(Ks) → Pic(Õ) → 0.

where TS is a torus of dimension
| S | −1 and CT is the ideal class
group with support in T∞ \ P∞.
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The isomorphism class of TS is deter-
mined by its character group X , and
this group is determined by the first ho-
mology group of the dual graph of CO
(Grothendieck) (with GK-action). So
Theorem 2.2 (applied to K = Fq) gives
a tool to realize discrete logarithms in
subgroups of multiplicative groups of ex-
tension fields of Fq as subgroups of ideal
class groups of rings of holomorphic func-
tions of affine curves.

Problem 3 Can this be made explicit
for existing systems?
And: Is security concerned (key word
Weil descent)?
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2.4 Pairings in Cohomology

Let A and B be two G−modules, where
G is a profinite group (eg. G = GK).
The tensor product (over Z)

A
⊗

B

becomes, in a natural way, a G-module.
We have a natural (and functorial) ho-
momorphism ∪0,0

from AG ⊗
BG to (A

⊗
B)G.

Fact: ∪0,0 induces a unique family of
homomorphisms, the cup product ,

∪p,q : Hp(G,A)×Hq(G,B)

→ Hp+q(G,A
⊗

B)

with functorial properties with respect
to cohomology functors.

19



Assume that there is a G-pairing

Q : A×B → C.

Q defines a G-homomorphism φQ from
A

⊗
B to C by sending a⊗b to Q(a, b).

Hence we get a bilinear pairing

Qp,q = φ
(p+q)
Q ◦ ∪p,q.

Example 2.3 The evaluation pairing
induces a pairing

Ep,q : Hp(GK, A)×Hq(GK, Â)

→ Hp+q(GK, K∗
s ).

If A = A(Ks) we can interpret this
as a pairing between étale cohomology
groups:

Ep,q : H
p
et(Spec(K),A)×H

q
et(Spec(K), Â)

→ H
p+q
et (Spec(K), Gm).
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2.4.1 The Tate Pairing

Let J be an abelian variety (principally
polarized for simplicity). We have the
long exact sequence

0 → J(K)/nJ(K)
δ0

→
H1(GK, J [n](Ks)) → H1(GK, J(Ks))[n] → 0

yielding

E1,1 : H1(GK, J [n](Ks))×H1(GK, J [n](Ks))

→ H2(GK, K∗
s ).

Fact: J(K)/nJ(K) is isotrop w.r.t E1,1

and so E1,1 induces the Tate-pairing

Tn : J(K)/n·J(K)×H1(GK, J(Ks))[n]

→ H2(GK, K∗
s ).
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2.4.2 The Lichtenbaum Pairing

O resp. O are defined as above but as-
sociated to curves over arbitrary K.
Assume first that CO regular and
C \ CO = {P∞}.
From

1 → (F ) → I(O) → Pic(O) → 0

we get

0 = H1(GK, I(O)) → H1(GK, Pic(O))

δ1

→ H2(GK, (F )).
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Explicit description:
Take c ∈ H1(GK, Pic(O)) and repre-
sent it by a cocycle

ζ : GK → Pic(O) with ζ(σ) = D̄(σ)

D(σ) ∈ D̄(σ) ∈ Pic(O).

The ideal

A(σ1, σ2) = σ1D(σ2)·D(σ1)·D(σ1·σ2)
−1

is a principal ideal (f (σ1, σ2)) and δ1(c)
is the cohomology class of the 2−cocycle

γ : (σ1, σ2) 7→ (f (σ1, σ2)).

We have some choices.
As result we can assume that the func-
tion f (σ1, σ2) has neither zeros nor poles
in finitely many given points P ∈ C.
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Definition 2.4 The Lichtenbaum pair-
ing

TL : Pic(O)×H1(GK, Pic(O)) → H2(GK, K∗
s )

is defined in the following way:
Choose A :=

∏
P∈CO

m
zP
P ∈ D̄ ∈

Pic(O) of degree 0 and
c ∈ H1(GK, Pic(O)) such that δ1(c)
is presented by a cocycle (f (σ1, σ2))
prime to A.
Then TL(D̄, c)is the cohomology class
of the cocycle

ζ(σ1, σ2) =
∏

P∈C\P∞
f (σ1, σ2)(P )zP

in H2(GK, K∗
s ).

Overcoming some technical problems one
gets in the general case, too:

TL : Pic(O)×H1(GK, P ic(O) → H2(GK, K∗
s ).
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3 Local Pairings

Note that both the Tate pairing and the
Lichtenbaum pairing are defined over
arbitrary fields. But they become use-
ful only over fields with “strong” arith-
metic.
A first candidate, from the point of view
of cryptology, would be:

K = Fq.

But, alas, the pairings are trivial. We
have to replace finite fields by local
fields K with residue field Fq, maxi-
mal ideal mp and normalized valuation
wp.
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3.1 Local Galois Theory

The maximal unramified extension of
K is denoted by Kunr.
There is a canonical lift of φq to Kunr

also called the Frobenius automorphism
and denoted by φq.
Let π be an uniformizing element of K.
Ln = Kunr(π

1/n)
is the unique ramified extension of Kunr

cyclic of degree n.

Assume that n | (q − 1).

Then K(π1/n) is Galois over K and the,
up to twist with the unramified exten-
sion of degree n, unique totally tamely
ramified extension of K of degree n.
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3.2 Lifting of curves

O is the ring of holomorphic functions
of an affine curve CO defined over Fq

with corresponding projective curve C
of genus g0. We assumed that CO has
only one singular point with squarefree
conductor, and that a set T∞ of points
is “missing” on CO.
We can lift CO to an affine non-singular
curve Cl

O defined over K embedded in

the projective curve Cl which is a lift
of C such that all relevant data are pre-
served.
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In particular

Pic(Ol)/[n]Pic(Ol)

is canonically isomorphic to Pic(O)/[n]Pic(O).
and there exists a torus T /K of dimen-
sion
| S | −1 and an exact sequence

1 → T (UK)/(T (UK))n →
Pic(Ol)/[n]Pic(Ol) → Pic(Õ)/[n]Pic(Õ) → 0

with UK the units of K.
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Instead of a proof I give an example.

Example 3.1

CO : Y 2 + XY = X3

defined over Fq T∞ = {(0, 1, 0)}, the
singular point (0, 0) corresponds to 2
points on the desingularization and
Pic(O) ∼= F∗q.
K = W(Fq) and wp(π) = 1.
Then

Cl := E : Y 2 + XY = X3 + π

is a Tate elliptic curve with

E(K) ∼= K∗/ < QE >∼= UK.

29



3.3 Theorem of Tate-Lichtenbaum,
and We Are Back in Number
Theory

Let K be a local field, CO an affine reg-
ular curve over K with ring of holomor-
phic functions O.

Theorem 3.2 (Tate, Lichtenbaum)
For every natural number n the pair-
ing

Tn : Pic(O)/nPic(O)×H1(GK, P ic(O))[n]

→ H2(GK, K∗
s )[n]

(with Tn induced by the Lichtenbaum
pairing TL)
is not degenerate.
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Hence one can suspect that we get a
bilinear structure in the cryptological
sense.

Problem 4 Can the pairing Tn be com-
puted fast?
And is H2(GK, K∗

s ) a group in the
computational sense?

The answer is yes, if we assume that C
is the lift of a curve C0 which has no
singularities (good reduction) In addi-
tion we need, at least at present,that
K contains the n-th roots of unity , or
equivalently

n | (q − 1).
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Assume that n | (q − 1). First Pic can
be replaced by points on the Jacobian
JC .
H1(GK, JC(Ks))[n] is isomorphic to
Hom(GLn/K, JC(K)[n]) where Ln is “the”
ramified extension of degree n.
Take a generator τ of G(Ln/K) and

ϕ(τ ) = P ; P ∈ JC(K)[n].

Let nP = (fP ) and assume a repre-
sentative of Q ∈ JC(K) is chosen such
that fP (Q) is defined.
Then

Tn(P,Q)

is the class of of the cocycle

ζ(τ i, τ j) = fP (Q) for i + j ≥ n

and
ζ(τ i, τ j) = 1 else.
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Moreover, we can change fP (Q) by a
factor in NL/Kn

and use that K∗
n/NL/Kn

∼=
F∗q/(F∗q)n.
Hence we get a pairing

Tn,0 : JC(K)×JC(Ks)[n] → F∗q/(F∗q)n

which is non-degenerate on the right
side and has radical nJC(K) on the left
side.
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Let k be the minimal number such that
n | qk − 1.
The number k is called the embedding
degree. Using the result from above we
get a pairing

Tn,0 : JC(K)×JC(Ks)[n][χq] → F∗
qk/(F∗

qk)
n

which is non-degenerate on the right
side and has radical nJC(K) on the left
side.
Here JC(Ks)[n][χq] is the subspace of
JC(Ks)[n] on which φq acts by multi-
plication with q.
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Using reduction we get

The discrete logarithm in ideal classes of
rings of holomorphic functions of affine
curves C over finite fields Fq is trans-

ferred to H2(GK, K∗
s ) with K a local

field with residue field Fq. .
If k is the embedding degree for n over
Fq it is transferred to the discrete loga-
rithm in Fqk.
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It is annoying that we have to go through
Fq(ζn) to get an explicit description of
the image of the Tate-Lichtenbaum pair-
ing.
The direct output is a cocycle split by
a generalized dihedral extension field of
K.
We know that its restriction to the Ga-
lois group of an extension (non-Galois)
of degree n becomes trivial.
By the local duality theorem (see next
section) we know that it is equivalent
to a cocycle cu split by an unramified
cyclic extension of of degree n of Fq.

Problem 5 Can one describe cu?
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3.4 Invariants of Elements in Br(K)

Let K be a field.

Definition 3.3 The Brauer group of
K is the cohomology group

H2(GK, K∗
s ).

It is denoted by

Br(K).

Br(K) is a torsion group.

One can interpret its elements as classes
of simple K-algebras with center K.
The addition in the cohomology group
corresponds to the tensor product.
The unit element in Br(K) corresponds
to the class of full matrix algebras.
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Let L be an extension field of K, A an
algebra representing c ∈ Br(K).

A⊗K L represents

cL = resK/L(c).

Assume that L/K is a cyclic extension
of degree n with G(L/K) =< τ >.
Algebras corresponding to elements in
H2(G(L/K), L∗) are called cyclic al-
gebras.
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We get all cyclic algebras split be L as
cohomology classes of cocycles in the
following way:
For a ∈ K∗.
define fτ,a : G×G → L∗ by

fτ,a(τ i, τ j) =

{
a : i + j ≥ n
1 : i + j < n

For two elements a, a′ the cocycles fτ,a

and fτ,a′ are in the same cohomology

class if and only if a · a′−1 ∈ NL/KL∗.
We denote the corresponding class of
cyclic algebras by

(L, τ, a ·NL/KL∗).
We get Br(L/K) ∼= K∗/NL/K(L∗).

Note that this isomorphism depends on
the choice of τ !
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Now let K be a local field.

Let Lu be the unique unramified exten-
sion of K of degree n.
G(Lu/K) =< φq > where φq is the lift
of the Frobenius automorphism of Fq.
Let c ∈ Br(K) be split by Lu.
Since both Lu and φq are canonically
given we can characterize c in a canon-
ical way by

(Lu, φq, a ·NLu/K(L∗u)).

Since

NLu/K(L∗u) ∼=< π > / < πn >

with π an uniformizing element of K
the class of c is uniquely determined by
wp(a) mod n.
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Definition 3.4 Let c ∈ H2(G(Lu/K), L∗u)
be given by the triple (Lu, φq, a).
Then wp(a) ∈ Z/nZ is the invariant
invK(c) of c.

It is obvious that the discrete logarithm
in H2(G(Lu/K), L∗u) is computable in
polynomial time if the elements in this
group are given in the “canonical” way,
i.e. as cyclic algebras with automor-
phism φq.

Lemma 3.5 Assume that τ is another
generator of G(Lu/K) and c is given
by the triple (Lu, τ, a). Let fp ∈ Z be

such that τfp = φq .
Then inv(c) = fp · wp(a) mod n.
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Hence the computation of the invariant
of c leads to a discrete logarithm prob-
lem in G(Lu/K).

Example 3.6 Assume that Lu = K(α)
with α ∈ U(K) such that τ (α) = β ·α
with β ∈ K.
Then τfp = φq if and only if βfp ≡
αq−1 modulo the maximal ideal of K.
So we have to solve a discrete loga-
rithm problem in Fq.
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By the duality theorem we know that
Br(K)[n] is cyclic. Hence every repre-
sentant of c ∈ Br(K)[n] (resp. every
central simple algebra A over K) is equiv-
alent to a cyclic algebra split by Lu. So
we can associate to c (resp. A) the in-
variant of this representant and we get
an isomorphism

invK : Br(K)[p] → Z/p.

The discrete logarithm in Br(K)[n] would
be trivial if we could compute invari-
ants.
BUT:
The discrete logarithm in Br(K)[n] even
for cyclic algebras is equivalent with com-
puting the discrete logarithm in Fq.
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The application of the Tate-Lichtenbaum
pairing leads to cyclic algebras split by
dihedral extensions composed by an un-
ramified extension and a ramified exten-
sion of degree n.
We can reformulate Problem 5 to

Problem 6 Can one compute the in-
variants of algebras over local fields
split by dihedral extensions “fast”?
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4 Globalisation

4.1 The Fundamental Theorems

We need more information and we get
it by going from local fields to global
fields.

Let K be a global field, i.e. K is ei-
ther a finite algebraic extension of Q or
a function field of one variable over a
finite field Fq.

Let p be a non-archimedean place of K
with normalized valuation wp.
Let Kp be the completion of K with
respect to p.
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Its Galois group Gp can be identified
with a subgroup of GK , namely the de-
composition group of an extension p̃ of
p to Ks.
Restrictions maps to Gp are denoted by
ρp.
Let ΣK be the set of all places of K.
Let A be a GK-module and

fn(A) : Hn(GK, A)

∏
ρp→

∏

p∈ΣK

Hn(GKp
, A).

The key questions are: Describe the ker-
nel and the cokernel of fn!

46



Assume that A is finite.

• The kernel of f1(A) is compact and

dual to the kernel of f2(Ã). In par-
ticular, the kernel of f2(A) is finite.

• Tate-Poitou:We have an exact 9-
term sequence

0 → AGK →
∏

H0(Kp, A) → H2(K, Â)∗ → H1(K, A)

→
′∏

H1(Kp, A) → H1(K, Â)∗ → H2(K,A)

→
∑

H2(Kp, A) → H0(K, Â)∗ → 0.

(Here GK is replaced by K, and
∏′

is the restricted product with respect
to the unramified cohomology.)
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Sequence of Hasse-Brauer-Noether:

For c ∈ Br(K) define invp(c) := inv(ρp(c)).

Then the sequence

0 → Br(K)[n]
⊕p∈ΣK ρp−→

⊕

p∈ΣK

Br(Kp)[n]
Σp∈ΣK invp−→ Z/n → 0

is exact.
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4.2 Globalization of Algebras

Here is the main problem:

Problem 7 Given an (finite) set S
of places of K, and for each p ∈ S an
element cp ∈ Br(Kp)[n] represented by
an algebra Ap.
Can we find in an explicit way one
(many) element(s) c ∈ Br(K) resp.
algebras A with center K such that
for all p ∈ S we have

invp(c) = inv(cp)

resp

A
⊗

Kp ∼ Ap.

Especially interesting: the local split-
ting fields are dihedral extensions.
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4.3 The Cyclic Case

We go back to the cyclic case.
Let m be an ideal (m = OK allowed)
in OK , the ring of integers of K. We
assume that there is a cyclic extension
L of odd degree n of K which is unram-
ified outside of m.
Let τ be a generator of G(L/K). For p
prime to m let φp be a Frobenius auto-
morphism at p in G(L/K). By fp we

denote a number for which τfp = φp

holds.

50



Proposition 4.1 For all elements a ∈
K∗ we have

∑

p∈Tm

invp(A)p ≡ −

∑

p/∈Tm

wp(a))fp mod n




where wp is the normalized valua-
tion in p and A is the cyclic algebra
(L, τ, a).
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4.4 Applications

If we can compute (enough of) the num-
bers fp we can compute

• the order of the ideal class group of
the order in K with conductor m,
in particular Euler’s totient function
ϕ(m)

• the discrete logarithm in F∗q
and

• get a very subtle descriptions of of
cyclic extensions of K
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4.5 Index-Calculus in Global Brauer
Groups

We search for algorithms to determine
the numbers fp which characterize the
Frobenius automorphisms at places p of
K related to cyclic extensions with con-
ductor dividing an ideal m.
A possible method to do this (with subex-
ponential complexity) is an index-calculus
algorithm of the type one is used to see
in algorithms factoring numbers.
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4.6 Example: K = Q

Take K = Q. The congruence in Propo-
sition 4.1 can be seen as solution of a
system of linear equations relating the
variables fp for p prime to m and invp(A)
for p | m.
We want to use numbers a with wq(a) 6=
0 only for q < B, ie. a is B-smooth.
Let d be the smallest number ≥ √

m.
For small δ take a1(δ) := d+δ, a2(δ) :=
c0 + 2δ · d + δ2 with c0 = d2 −m.

Lδ :
∑

p∈P
(2wp(a1(δ))−wp(a2(δ)))Xp = 0.

Now look for δ ∈ L (using sieves) such
that both a1(δ) and a2(δ) are B-smooth
for convenient B.
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Assume that we have found a system L
of n Z-independent equations and with
n of the primes p occurring.

Proposition 4.2 det(L) is a multi-
ple of ϕ(m).
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4.7 Construction of Elements in
the Brauer Group

Motivated by index-calculus and for the-
oretical reasons, too, we are looking for
more methods to construct element in
the Brauer group of number fields. The
theoretical background for the success
(or failure) is the duality theorem of
Tate-Poitou. We can try to use
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• Pairings with Dirichlet Characters (Huang-
Raskind)

• Pairings with Principal Homogenous
Spaces with abelian varieties instead
of using the multiplicative group (much
more rigid)

• Cassel’s Pairing using Tate-Shafarevich
groups and ending in the second co-
homology group of the idele class group
which is the right global object in-
stead of the Brauer group.

More details and problems are given in
the lectures of Wayne Raskind, Ming-
Deh Huang and Kirsten Eisentraeger!
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Main Problem:
Motivate people from Computational Num-
ber Theory to look at Brauer groups as
interesting arithmetical objects.

58


