
The Density Matrix Renormalization Group

• Historical development:  Numerical RGs,  particle in a 
box analysis, density matrix idea and algorithm

• Quantum information, entanglement,  matrix product 
states

• A few 2D examples and summary
• References:

– S.R. White, PRL 69, 2863 (1992);  PRB 48, 10345 (1993);
– U.  Schollwӧck, RMP 77, 259 (2005).



RG Approach
• Solve a high energy, short length part of the problem 

first
• Build solution into a new effective Hamiltonian which 

omits the highest energies
• Iterate, until you just have long-wavelength, low 

energies left
• [Fixed point analysis, scaling, critical behavior, etc]



Wilson’s numerical RG for a Kondo impurity

Free el. gas

Magnetic 
impurity

Standard Feynman diagrammatic 
perturbation approaches failed in 
the 60’s.

Successes:
• “Poor man’s scaling”, Anderson 
et. al. 1970
•Wilson’s NRG, 1975
•Exact Bethe ansatz solution, 
1982

=
Wilson’s logarithmic basis
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<E>

Wilson’s numerical RG 

Treat short distance, 
high energy scales first

Diagonalize block, keep m lowest 
energy states

Add one site, diagonalize block 
Hamiltonian again, keeping m states

Key point:
Keep track of H through m x m operator and transformation matrices



Numerical RG in detail

Block Matrix H

E }keep



 




Eigenvectors

O =

H’ = OTHO,  S’zi = OT Szi O,  etc

m

2N  or m2 or 2m



More Details-adding 2 blocks



Wilson’s Numerical RG: Successes and Failures

• Successes:
– Impurity problems:   falling energy scales
– ?

• Failures:
– Real space RG

• Block + Block
• Block + site

• Why does it fail?











Solutions to particle in a box RG (White & Noack, 1991) 
• Combination of boundary conditions
• Diagonalize  a larger superblock, project out the parts 

of the wavefunctions in the block

• Interacting systems:  multivalued projection?



Density matrix RG

• Statistical Mechanics Viewpoint (Feynman SM lectures)

• Key idea: throw away eigenstates with small probability

• Algorithm based on this:  density matrix renormalization group 
(DMRG, srw(1992))

Rest of the  
Universe: |j> System |i>

Density Matrices—Review

Reference: R.P. Feynman, Statistical Mechanics: A Set of
Lectures

Let |i〉 be the states of the block (the system), and |j〉 be
the states of the rest of the lattice (the rest of the universe).
If ψ is a state of the entire lattice,

|ψ〉 =
∑

ij

ψij |i〉|j〉

The density matrix is

ρii′ =
∑

j

ψ∗

ijψi′j

If operator A acts only on the system,

〈A〉 =
∑

ii′

Aii′ρi′i = TrρA

Let ρ have eigenstates |vα〉 and eigenvalues wα ≥ 0
(
∑

α wα = 1). Then

〈A〉 =
∑

α

wα〈vα|A|vα〉

If for a particular α, wα ≈ 0, we make no error in 〈A〉 if we
discard |vα〉. One can also show we make no error in ψ.

If the rest of the universe is regarded as a “heat bath” at
inverse temperature β to which the system is weakly cou-
pled,

ρ =
1

Z
exp(−βH).

In this case the eigenstates of ρ are the eigenstates of H.
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DMRG Algorithm

Wilson’s algorithm

DMRG sweeps

•Diagonalization of entire system
•Construction of density matrix for block
•Transformation to new density matrix states
•Sweeps back and forth



Convergence in 1D
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Matrix Product States 

Matrix Product State: Ψ(s1,s2,..sN) = A1[s1] A2[s2] ... AN[sN]

Basic Unit: tensor/matrix Asij =
i j

s

A

≈2N N m2

Wilson, 1975 (NRG),  Accardi (1981), Affleck et al (1988), Fannes et al(1989), 
Ostlund and Rommer (1995), ...

Vector VectorMatrix

Ψ(s1,s2,..sN) = Tr{A1[s1] A2[s2] ... AN[sN]}
or:

All Matrices
Matrix dimension:  m x m

Diagrams: sNs1sNs2s1



What do Matrix Product states have to do with DMRG?

Both Wilson’s NRG and DMRG implicitly use an MPS

Matrix A[s] represents change of basis matrix when adding one site

i
=   { | i > }

|s1> |s2> |s3>

|s1> |s2> |s3>

i j

|s>

A
+

i j

s

A

Old Basis
New Basis

=   New Block



DMRG as a low entanglement approximation

• Vidal, Verstraete, Cirac:  DMRG and QI entangled.

• Entanglement:  Which is more entangled?
– 1)  |↑↑> + |↓↓>   or
– 2)  |↑↑> + |↓↓> + |↑↓> + |↓↑>   ??

• Answer:  1) is perfectly entangled.  2) is unentangled:
– (|↑> + |↓>) (|↑> + |↓>)



Entanglement

• To measure entanglement, must change to the Schmidt 
basis where the Ψ is diagonal:  

• Ψ=Ψ(i,j)    i, j states of left, right subsystem
• Singular value decomposition:  Ψ= U D V
• Singular values characterize entanglement (entropy)  

U, V transform to Schmidt bases
• Density matrix eigenvalues are square of singular 

values!
– ρ=U D2 U✝

• From QI viewpoint:  DMRG is a natural                  
low entanglement approximation



A Low entanglement approximation

Measuring entanglement (QI):  Schmidt decomposition

• Entropy S depends on partition and state: defined by Schmidt 
Decomp: Ψij = ∑α Uiα wα Vαj    (SVD)

•  wα ≥ 0;   ∑α wα2 = 1;  S = -∑α wα2 ln wα2

• If entanglement is small,  the wα  decay fast,  so truncate
• Repeat at every link:  MPS !

• m ~ exp(S)

• 1D non critical:  S ~ const  
• 1D critical: S(N) ~ ln(N)

i j



MPS as a class of optimal variational states

• Desirable properties of variational states
– Completeness:  exact when number of d.of f. increased  ✔
– Rapid convergence

• 1D  m ~ const, 1D non critical,   m(N) ~ Nκ, critical ✔
• 2D  S ~ width  (area law),  m ~ exp(width)   ✕

– Physical motivation ✔
• summation over index ~ summation over fluctuations
• near neighbor links support correlations for local Hamiltonians
• Larger m:  extra states act as conduit for longer range correlations

– Compactness (compression, zipping) ✔
– Computational convenience ✔

• DMRG CPU time ~ N m3,  up to m ~ 104 feasible
• Optimize one A at a time, sweep



2D algorithms

• Traditional DMRG method (MPS state)

Long range bonds

S ~ Ly (“area law”)
m ~ exp(a  Ly)

Cut

Calc time:  Lx Ly2 m3;     allows m ~ 5000, Ly ~ 8-10



0.4

Traditional DMRG for triangular lattice Heisenberg model

See White & Chernyshev, PRL 99, 
127004 (2007)

ΔE ~ 0.3%,   Δ<Sz> ~ 0.01

Extrap order param to thermodynamic limit:  M = 0.205(15) 



Traditional DMRG: t-J model
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12 x 8 system, Vertical PBC’s
Jx/t= 0.55,Jy/t=0.45, mu=1.165,doping=0.1579

-0.04
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12 x 8 system, Vertical PBC’s
Jx/t= 0.55,Jy/t=0.45, mu=1.165,doping=0.1579

Stripes with pairing!  (White and Scalapino, arxiv 810.0523)



Questions and extensions

• Extension to 2D:  projected entangled pair states
– More natural, more compact
– High power-law computational effort
– Which currently works better for 2D, 1D-DMRG or PEPS?

• Latest answers:  Vidal, Verstraete, Orus

• Time evolution   (Schollwӧck)
– Out-of-equilibrium
– Spectral functions
– Finite temperature

• Matrix Product Operators (McCulloch)
• Infinite systems,  scaling, disorder,  QMC+DMRG...


