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FIG. 14: (Color online) Density plots of the longitudinal dynamical structure factors Szz(k, ω) for various momenta k. These plots are
obtained from the raw data presented in Fig. 12(a) after artificial broadening by an imaginary part η = 0.05. Structure factors from all
available clusters are superimposed. Dashed lines represent the dispersion obtained within linear spin-wave theory and the upper x-axes
indicates the mapping of the magnetization onto the magnetic field given by Eq. (B7).
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Linear terms vanish after substitution of the ground state value
of h [Eq. (B2)]. To improve the readability of the last and the
following equations, we have chosen to express them in terms
of θ, rather than explicitly as a function of the magnetic field
h. Using the Fourier transformation

ai =
1√
N

∑

k

eik·riak ,

the Hamiltonian in momentum space reads
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∑
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Aka†
kak + Bk

(
aka−k + a†

ka†
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)
+ C ,

with

Ak = 2JS
[
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]
γk

+ 4JS cos δϕ ,

Bk = −JS cos2 θ (cos δϕ + ∆) γk ,

C = −2JNS2
[
sin2 θ (cos δϕ + ∆) + cos ϕ

]

where γq = (cos qx + cos qy) /2. This quadratic Hamiltonian
is diagonalized by the Bogoliubov transformation

ak = ukαk + vkα†
−k ,

and finally reads

H =
∑

k

εkα†
kαk + E0 ,
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Fractional quantum hall effect

 different filling fractions ν, up to 16-20 electrons 
up to 300 million basis states, up to 1 billion in the near future

Spin S=1/2 models: 

 40 spins square lattice, 39 sites triangular, 42 sites star lattice at Sz=0
                64 spins or more in elevated magnetization sectors
up to 1.5 billion(=109) basis states with symmetries, up to 4.5 billion without

t-J models:

 32 sites checkerboard with 2 holes

 32 sites square lattice with 4 holes
up to 2.8 billion basis states

Hubbard models

 20 sites square lattice at half filling, 20 sites quantum dot structure
                22-25 sites in ultracold atoms setting
up to 80 billion basis states
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Frequency Dynamics (in 2D)

Exact Diagonalization:

numerically determine the low-lying eigenstates of the full many-body 
Schrödinger equation using Krylov-space techniques.

Ground state at different total Sz obtained by the Lanczos method

Dynamical correlations by the continued fraction method

Typical dimensions dim=108 states, i.e. 64 sites
and 200-500 iterations give a good spectrum 

S(Q, ω) =
∑

n

|〈ψn|S(Q)|GS〉|2δ(ω − En)

S(Q, ω)η = − 1
π

Im〈GS|S(Q)†
1

ω − H + EGS + iη
S(Q)|GS〉
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FIG. 1: (Color online) Classical Heisenberg model in a magnetic
field h directed along the z-axis. (a) For small fields, the spins are
aligned antiferromagnetically in the xy-plane. The O(3) symme-
try of the model without magnetic field is reduced to O(2) rotations
within this plane. (b) For stronger fields, the spins develop a uniform
component along the direction of the field and are thus canted out
of plane. At the saturation field hs = 8JS, the spins are aligned
ferromagnetically.

the applied field. For small fields, the spins preferably align
antiferromagnetically in the plane perpendicular to the mag-
netic field, with a small uniform out-of-plane component, as
depicted in Fig. 1. This uniform component becomes stronger
and stronger with increasing field, until at the saturation field
hs = 8JS all spins are aligned ferromagnetically. The ori-
entation of the spins can thus be decomposed into a staggered
part perpendicular to the magnetic field and a uniform com-
ponent oriented along the field.

The low-energy long-wavelength properties of the Heisen-
berg model are well described by a nonlinear σ model10,21

whose Lagrangian density is defined as,

L = −ρs

2
(∇n)2 +

χ⊥
2

(ṅ− h× n)2 . (2)

Here n is a three-dimensional vector representing the orienta-
tion of the staggered spin component subject to the constraint
n2 = 1, h is a constant magnetic field, and a dot denotes the
time derivate. Formally, this model has two independent mi-
croscopic parameters: the spin-stiffness ρs and the uniform
magnetic susceptibility χ⊥ in the direction perpendicular to
the staggered component. The spin-wave velocity c is ob-
tained from the hydrodynamic relation22

c2 = ρs/χ⊥ . (3)

The classical (denoted by the superscript 0) zero-field values
are given by

ρ0
s = JS2 , χ0

⊥ =
1
8J

, and c0 = 2
√

2JS ,

setting the lattice spacing a→ 1. Despite being renormalized
by quantum fluctuations, see, e. g., Refs. 23,24, these micro-
scopic parameters also depend significantly on the strength of
the magnetic field. The spin-wave velocity for instance de-
creases with h and vanishes at the saturation field hs. We dis-
cuss the field dependence of these three parameters, as well
as the validity of the hydrodynamic relation in Sec. III, us-
ing spin-wave theory, exact diagonalizations, and quantum
Monte-Carlo simulations.

In the uniform limit where ∇n = 0, the solution of the
equation of motion ṅ = n×h describes the precession of the
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FIG. 2: (Color online) Reciprocal lattices of the different finite-size
clusters used in this work. Zero-field results are obtained from the
32-sites sample, while for the polarized regime, exact diagonaliza-
tions of clusters with up to 64 sites can be performed. The minimal
achievable magnetization mmin is indicated on the right hand side.

staggered magnetization n around the direction of the mag-
netic field with Larmor frequency |h|. More precisely, we
know from the classical solution that n is always perpendic-
ular to the magnetic field. Choosing h = (0, 0, h) directed
along the z-axis and n parallel to the x-axis, we can write

n =
(√

1− n2
y − n2

z, ny, nz

)
,

where ny and nz are small fluctuations perpendicular to the
ground state orientation. Substituting these expressions in the
Lagrangian [Eq. (2)] and neglecting interactions due to the
constraint, we find

L ≈− ρs

2

[
(∇ny)2 + (∇nz)

2
]

+
χ⊥
2

[
ṅ2

y + ṅ2
z − h2n2

z − 2hṅy + h2
]

.

From the Euler-Lagrange equations

n̈y − c2 (∇ny)2 = 0 ,

n̈z + h2nz − c2 (∇nz)
2 = 0 ,

we see that the dispersion perpendicular to the magnetic field
is left unchanged, while longitudinal excitations acquire a gap
proportional to h

ε⊥k = ck ,

ε‖k =
√

c2k2 + h2 .

Note that since the n-field represents the staggered spin com-
ponent, the momentum k corresponds to a momentum Q + k
close to the antiferromagnetic wave vector Q = (π, π) when
working with the original spins. From this simple calculation,
we expect the dynamical spin correlations to have a cone like
structure around Q with gapless transverse fluctuations and
gapped longitudinal excitations. This prediction is in perfect
agreement with numerical results25 and experiments15,26, see
also discussion in Sec. IV.

Finite-size effects in an O(n) σ model have been discussed
in Refs. 27–29. For a quadratic sample with N sites, the

S(Q, ω) =
∑

n

|〈ψn|S(Q)|GS〉|2δ(ω − En)

S(Q, ω)η = − 1
π

Im〈GS|S(Q)†
1

ω − H + EGS + iη
S(Q)|GS〉
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scopic parameters also depend significantly on the strength of
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staggered magnetization n around the direction of the mag-
netic field with Larmor frequency |h|. More precisely, we
know from the classical solution that n is always perpendic-
ular to the magnetic field. Choosing h = (0, 0, h) directed
along the z-axis and n parallel to the x-axis, we can write
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Square Lattice Heisenberg Antiferromagnet
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weak (zero) field finite field

H = J
∑

〈i,j〉

Si · Sj − h
∑

i

Sz
i

A. Lüscher, AML, arXiv:0812.3420
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(Series Expansions; QMC + MaxEnt; Experiments on CTFD, Ronnow ‘02/Christensen ‘07)

In a magnetic field the situation is much less clear:

Theory: two conflicting predictions:
M.E. Zhitomirsky & A.L. Chernyshev (PRL 99)
interacting spin wave theory → magnons decay above a threshold field
of approximately 3/4 of the saturation field.

O. Syljuåsen & P.A. Lee (PRL 02)
π - flux state mean-field calculations → no evidence for magnon decay,
however low energy spectral weight in a region where spin wave theory
predicts none.

Experiments: not yet performed (or on the way ?) ...

Numerical simulation can help to settle this issue



Dynamical Spin Correlations in a Field

In a magnetic field the SU(2) symmetry is reduced to U(1)

The relevant spin correlators are 

The longitudinal response:

The transverse response:

In the present case the transverse response is to a very good approximation
equal to the longitudinal response shifted by           .

Szz(Q, ω)

Sxx(Q, ω) = Syy(Q, ω) =
1
4

[
S+−(Q, ω) + S−+(Q, ω)

]

(π, π)
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Field dependence:
Finite size pole structure

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

zoom

0 1 3 42 0 1 3 42 0 1 3 42

0 1 3 42 0 1 3 42 0 1 3 42

Longitudinal dynamical structure factors Szz(ω,k)

Szz

32
36
40
50
52
58
64

Sites

(0,0)

(π,π)

(0,0)

(π,π)

(0,0)

(π,π)

(0,0)

(π,π)

(0,0)

(π,π)

(0,0)

(π,π)

1.5

1

0.5

0.1
0.01

2ω(π/4,π/4)

k=(π,0)k=(π,π) k=(π/2,π/2)

k=(3π/4,3π/4)k=(π/4,π/4)k=(π/2,0)



Field dependence:
Finite size pole structure

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

zoom

0 1 3 42 0 1 3 42 0 1 3 42

0 1 3 42 0 1 3 42 0 1 3 42

Longitudinal dynamical structure factors Szz(ω,k)

Szz

32
36
40
50
52
58
64

Sites

(0,0)

(π,π)

(0,0)

(π,π)

(0,0)

(π,π)

(0,0)

(π,π)

(0,0)

(π,π)

(0,0)

(π,π)

1.5

1

0.5

0.1
0.01

2ω(π/4,π/4)

k=(π,0)k=(π,π) k=(π/2,π/2)

k=(3π/4,3π/4)k=(π/4,π/4)k=(π/2,0)



Field dependence:
Finite size pole structure

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

2

3

4

ω

0 0.1 0.2 0.3 0.4 0.5
m

0

1

zoom

0 1 3 42 0 1 3 42 0 1 3 42

0 1 3 42 0 1 3 42 0 1 3 42

Longitudinal dynamical structure factors Szz(ω,k)

Szz

32
36
40
50
52
58
64

Sites

(0,0)

(π,π)

(0,0)

(π,π)

(0,0)

(π,π)

(0,0)

(π,π)

(0,0)

(π,π)

(0,0)

(π,π)

1.5

1

0.5

0.1
0.01

2ω(π/4,π/4)

k=(π,0)k=(π,π) k=(π/2,π/2)

k=(3π/4,3π/4)k=(π/4,π/4)k=(π/2,0)



Square Lattice AFM
QMC + Analytical Continuation results

O. Syljuåsen, PRB ‘08

H/J=3.5
L=32

9

M X S ! M S
0

1

2

3

4

M X S ! M S
0

1

2

3

4

M X S ! M S
0

1

2

3

4

M X S ! M S
0

1

2

3

4

M X S ! M S
0

1

2

3

4

M X S ! M S
0

1

2

3

4

M X S ! M S
0

1

2

3

4

M X S ! M S
0

1

2

3

4

M X S ! M S
0

1

2

3

4

M X S ! M S
0

1

2

3

4

M X S ! M S
0

1

2

3

4

M X S ! M S
0

1

2

3

4

M X S ! M S
0

1

2

3

4

M X S ! M S
0

1

2

3

4

M X S ! M S
0

1

2

3

4

M X S ! M S
0

1

2

3

4

"
"

"
"

32 36 40 50 52 58 64Sites Szz 0.5 0.1 0.011.5 1

!

X

M

S

!

X

M

S

!

X

M

S

!

X

M

S

m=0, h=0

m=0.175, h=1.82 m=0.2, h=2.02 m=0.225, h=2.22 m=0.25, h=2.42

m=0.03125, h=0.44 m=0.125, h=1.38 m=0.15625, h=1.66

m=0.275, h=2.61 m=0.3, h=2.80 m=0.35, h=3.16m=0.325, h=2.98

m=0.375, h=3.33 m=0.4, 3.49 m=0.425, h=3.65 m=0.45, h=3.79

FIG. 10: Synthetic superposition of the longitudinal dynamical structure factors along a path of highly symmetric points in the Brillouin
zone. Different colors represent data from different clusters and the area of the symbols is proportional to Szz(ω,q). Dashed lines show
the dispersions obtained within linear spin-wave theory [Eq. (B5)] and the solid line represents spin-wave results with first order corrections.
For magnetizations around m ≈ 0.15, quantum fluctuations are almost negligible and the spin-wave dispersion is in good agreement with
numerical results. At higher fields, m ! 0.3, fluctuations are again important and lead to the spontaneous decay of magnons. This instability
is reflected in a reduction of weight in main peak accompanied by the appearance of small poles at lower energies. This process starts around
q = X and spreads over almost the whole Brillouin zone.
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Kagome Antiferromagnet

H = J
∑

〈i,j〉

Si · Sj

AML & C. Lhuillier, arXiv:0901.1065
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FIG. 1: (Color) Dynamical spin structure factor of the N=36 sample. The eight panels display frequency scans S(Q, ω) (η = 0.02J) at
labeled wavevectors Q in the extended Brillouin zone shown in the lower right center. Note that the intensity scales differ among the different
panels. The Γ point has no weight and is not shown. The blue vertical lines show the pole location and intensity of the continued fraction. The
vertical dotted magenta line denotes the finite size spin gap in the corresponding momentum sector. The dashed red line marks the position
of the first frequency moment ω̄ =

∫
dω ω S(Q, ω)/S(Q). In the rightmost column the static spin structure factor of the pure Heisenberg

model on the kagome lattice is shown, as an intensity plot (1) and along the path Γ − (e) − (g) − Γ (2). The static structure factor for the
q = 0 (3) and

√
3×

√
3 (4) Néel order states induced by appropriate second neighbor couplings are also displayed.

Dynamical spin structure factor – The energy and momen-
tum dependence of the dynamical structure factor:

S(Q, ω) = − 1
π

Im〈Sz(−Q)
1

ω − (H − EGS) + iη
Sz(Q)〉 ,

(3)
is directly relevant for inelastic neutron scattering (INS) ex-
periments and therefore a quantity of central interest. In mag-
netically ordered systems we expect to see dispersive, long-
lived spin waves [11], while one-dimensional systems in ap-
propriate regimes reveal spinon continua with a rich struc-
ture [12].

Our numerical results for the kagome lattice are presented
in the left part of Fig. 1. The shaded panels display an en-
ergy cut at the wave vector indicated by the panel position
and its label referring to specific points in the extended BZ.
Each panel displays the broadened (η=0.02J) spectral func-
tion (black line), the locations and weights of the poles of the
continued fraction expansion (blue vertical lines), the finite
size spin gap in the corresponding momentum sector (dot-
ted vertical line), and the first frequency moment ω̄(Q) =

∫
dω ω S(Q, ω)/S(Q) (dashed vertical line).
Consistent with the static structure factor, the dynami-

cal spin response function concentrates essentially in the ex-
tended BZ (points g, f, e, h, d of Fig. 1). The main specificity
of this system is the stretching of the magnetic response in
each Q-sector on a very large number of excited states span-
ning a large bandwidth of ∼ 2 − 3J , beginning immediately
above the (finite-size) gap. This is quite different from the
spectrum of a Néel ordered system on the same system size,
where typically ∼ 90% of the spectral weight is carried by
very few poles in each Q-sector associated to the Bragg peak
and the one-magnon modes [13].

In order to address finite size effects we present spectral
function at the wave vectors (g) and (i) for N = 24 and 36
spins in Fig. 2(a) and (b). The characteristic width in energy
as well as the prominent response at low ω for wave vector (g)
are clearly stable with respect to finite size effects. Fig. 2 gives
a hint of the finite size effects on the local spin dynamics. Be-
yond fine structures that are most probably finite size effects,
the combination of the two figures shows that the smearing of
the spectral weight on a very large number of incoherent ex-

Kagome AFM
Dynamical Spin Structure Factor (~ INS)

ED, 36 sites AML, C. Lhuillier, arXiv:0901.1065
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FIG. 2: (Color online) Upper panel: Finite size behavior of the
spectral functions at two different points in the Brillouin zone: g (a)
and i (b) in the convention of Fig. 1. Lower panel: (c) Local spin
autocorrelation function Sloc(ω) =

∫
dQ S(Q, ω) for N = 24,

30 and 36 sites. (d) The relative accumulated spectral weight as a
function of ω/J . All spectral functions have been broadened using
η = 0.05J .

citations is a strong feature of the system. The first panel of
this same figure equally shows an increase with system size of
the low energy response at point g (mapping on the Γ point in
the reduced BZ), a trend that may be a significant finite size
effect.

Contributing to the low energy magnetic response a few
poles appear a bit stronger than the continuum (in Fig. 1 p
anels g to d). These ”stronger” peaks do not sign a definite
symmetry breaking pattern: all competing simple magnetic
orders do appear in these low lying excitations: by decreasing
order of weight the q=0 order (point g in BZ), a twelve sublat-
tice Néel order [? ? ? ] (point d in BZ) and the

√
3×

√
3 order

(point e in BZ) but in fact there are strong peaks in all sectors
(g, f, e, h, d). Perhaps more interesting in all momentum sec-
tors where it is meaningful to define an angular momentum,
th e eigenstates which give the strongest response have a non
zero angular momentum (i.e. these excited eigenstates take a
phase factor e±i2π/3 in a non trivial operation of C3).

Effect of impurities – We have also studied the influence
of a single impurity on the spin dynamics by depleting a N =
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FIG. 3: (Color) Dynamical singlet fluctuations for three different
systems. Main plot: kagome lattice. Upper inset: Checkerboard
lattice with plaquette-like valence bond crystal ground state. Lower
inset: Unfrustrated square lattice exhibiting Néel order. The plot-
ted quantity represents well the qualitative features of the Raman re-
sponse of the three systems.

27 sample by one site. The averaged dynamical spin response
resembles Fig 2(c) with an additional strong resonance-like
feature at ω ∼ J due to the strong singlet forming on the
bonds next to the vacant site [24].

Singlet fluctuations – In order to assess the importance of
the abundant number of low energy singlet excitations for op-
tical probes and to investigate the tendencies towards valence
bond crystal ordering, we study the dynamical fluctuations of
a local nearest neighbor dimer operator:

Di,j = Si · Sj − 〈Si · Sj〉

Di,j(ω) = − 1
π

Im〈Di,j
1

ω − (H − EGS) + iη
Di,j〉 (4)

The interest in this operator is twofold. First one would expect
a spontaneous symmetry breaking due to dimerization appear
in this quantity as an important zero frequency contribution,
and even more interestingly this operator is also closely re-
lated (although not equivalent) to the Raman or RIXT reponse
of a spin system [29]. The fluctuation spectrum is shown in
Fig. 3, where a broad response from the lowest singlet up to
energies ∼ 4J is seen with a strong increase of the response
as one moves towards lowest energies. This is to be contrasted
with the response of the Heisenberg model on a checker-board
lattice (large inset in Fig. 3) where the low lying peak uniquely
comes from the valence-bond symmetry breaking partner of
the ground-state [21]. On the kagome lattice there is a strong
dimer-dimer response on many low lying levels of any spa-
tial sector which can be excited by the dimer-dimer operator.
We do not see any precursor of a specific spatial symmetry
breaking.

Both the response of the square lattice and of the checker-
board lattice are easily understood in their whole extent. On

ED, 36 sites AML, C. Lhuillier, arXiv:0901.1065



Dynamical Spin Correlations

Square Lattice AFM in a field

Kagome AFM

“Tower of States” spectroscopy (continuous symmetry breaking)

Conventional magnetic vs spin nematic order

Correlation Density Matrices

Concept

Applications to spin chains and the Kagome AFM

Outline



“Tower of States” spectroscopy

 What are the finite size manifestations of a continuous symmetry breaking ?

 Low-energy dynamics of the order parameter
 Theory: P.W. Anderson 1952, Numerical tool: Bernu, Lhuillier and others, 1992 -

S(S+1)

Continuum

Magnons

Tower of
States

1/N 1/L

E
ne

rg
y

 Dynamics of the free order 
 parameter is visible in the finite size
 spectrum. Depends on the continuous
 symmetry group.

 U(1):  (Sz)2   SU(2):  S(S+1)

 Symmetry properties of levels in the
 Tower states are crucial and constrain
 the nature of the broken symmetries.



Tower of States
S=1 on triangular lattice

 Bilinear-biquadratic S=1 model on the triangular lattice (model for NiGaS4).
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Tower of States
S=1 on triangular lattice

 Bilinear-biquadratic S=1 model on the triangular lattice (model for NiGaS4).
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Tower of States
S=1 on triangular lattice: Antiferromagnetic phase

 ϑ=0 : coplanar magnetic 
order, 
          120 degree structure
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Tower of States
S=1 on triangular lattice: Ferroquadrupolar phase

 ϑ=-π/2 : ferroquadrupolar phase, finite 
quadrupolar moment,  no spin order

 No translation symmetry breaking.
 ⇒ only trivial momentum appears in TOS

 Ferroquadrupolar order parameter, only even S 

 all directors are collinear
 ⇒ SU(2) is broken down to U(1), 

 number of states in TOS is independent of S.
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Tower of States
S=1 on triangular lattice: Antiferroquadrupolar phase

 ϑ=3π/8 : antiferroquadrupolar phase, finite 
quadrupolar moment,  no spin order,
three sublattice structure.

 Breaks translation symmetry. Tree site unit cell
 ⇒ nontrivial momenta must appear in TOS

 Antiferroquadrupolar order parameter, complicated
 S dependence. Can be calculated using group
 theoretical methods.
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Is there a systematic way to detect important correlations between
parts A and B of a larger system ?

The correlation density matrix:

contains all the required information

The correlation density matrix: definition & features

Consider two disjoints clusters A and B. The correlation density
matrix (as introduced by Cheong1 & Henley) between them is
defined as

ρc
AB = ρAB − ρA ⊗ ρB

and has the following features:

1. it allows to compute Tr(ρc
ABÔAÔB) = 〈ÔAÔB〉 − 〈ÔA〉〈ÔB〉

for any ÔA and ÔB

2. it contains all informations about correlations between
A and B

1Siew-Ann Cheong, PhD thesis, Many-body fermion density matrices,
Cornell University, May 2006

The correlation density matrix (CDM)

A
B

|Ψ>



The correlation density matrix (CDM)

Contains all information on any connect correlation function between
A and B:

The key step is to perform a singular value decomposition

where the σi give the strength of the correlation i and the Xi and Yi are the
operators of the correlator acting in A and B.

The correlation density matrix: definition & features

Consider two disjoints clusters A and B. The correlation density
matrix (as introduced by Cheong1 & Henley) between them is
defined as

ρc
AB = ρAB − ρA ⊗ ρB

and has the following features:

1. it allows to compute Tr(ρc
ABÔAÔB) = 〈ÔAÔB〉 − 〈ÔA〉〈ÔB〉

for any ÔA and ÔB

2. it contains all informations about correlations between
A and B

1Siew-Ann Cheong, PhD thesis, Many-body fermion density matrices,
Cornell University, May 2006

The correlation density matrix: definition & features

Consider two disjoints clusters A and B. The correlation density
matrix (as introduced by Cheong1 & Henley) between them is
defined as

ρc
AB = ρAB − ρA ⊗ ρB

and has the following features:

1. it allows to compute Tr(ρc
ABÔAÔB) = 〈ÔAÔB〉 − 〈ÔA〉〈ÔB〉

for any ÔA and ÔB

2. it contains all informations about correlations between
A and B

1Siew-Ann Cheong, PhD thesis, Many-body fermion density matrices,
Cornell University, May 2006

The correlation density matrix: SVD

ρc
AB =

min{dim2(A),dim2(B)}∑

i=1

σiX
′
i Y

′†
i

where the operators X ′ and Y ′ respectively live in the A and in the
B cluster, and are Frobenius-normalized (follows from unitarity in
the decomposition) i.e. have an equal ”weight”:

Tr
(
XiX

†
j

)
= δij and Tr

(
YiY

†
j

)
= δij

! yields all the correlations, i.e. operators X ′ and Y ′ weighted
by their corresponding singular values σ, the correlations with
largest σ’s are the dominant ones

! the sum
∑min{dim2(A),dim2(B)}

i=1 σ2
i is not an extensive quantity

with repect to the size of the clusters (there exists an upper
bound).

The correlation density matrix: SVD
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= δij

! yields all the correlations, i.e. operators X ′ and Y ′ weighted
by their corresponding singular values σ, the correlations with
largest σ’s are the dominant ones

! the sum
∑min{dim2(A),dim2(B)}

i=1 σ2
i is not an extensive quantity

with repect to the size of the clusters (there exists an upper
bound).
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S.-A. Cheong, C. Henley, arXiv:0809.0075



CDM
J1-J2 frustrated Heisenberg Chain (all AF)

Benchmark on
existing phase 
diagrams.

singular values
respect SU(2)
symmetry in S=0 GS
(multiplicities).

works very well for the 
well understood 
Majumdar-Ghosh
chain.

Dimerized

cr
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ca
l
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CDM
J1-J2 frustrated Heisenberg Chain (F-AF)

vector chiral phase
at low m

spin multipolar liquids 
at high m

CDM helped us under-
stand that spin 
multipolar phases are 
generically imprinted in 
close-by magnetically 
ordered states
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Conclusions

Exact Diagonalization has an obvious disadvantage (finite size limitation), 
but when combined with physical concepts and ideas the method becomes a 
powerful Quantum Mechanics Toolbox, and can access systems which
are difficult or impossible to solve otherwise.

Dynamical correlation functions gave evidence for decay of spin waves in
the square lattice antiferromagnet in a field, while the dynamical spin response
of the kagome lattice is very incoherent, with possibly some VBC-triplon 
remnants at low energy.

Tower of states spectroscopy is powerful tool to study continuous symmetry 
breaking.

Correlation Density Matrices are a novel tool to study correlations (or the 
absence thereof) in unified framework. First applications to frustrated spin 
chains revealed new mechanisms for the appearance of spin nematic phases.
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