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� We are not referring to 10**21 flops

� “Beyond exascale” systems as we are defining them will be 
based on new technologies that will finally result in the 
much anticipated (but unknown) phase change to truly new 
paradigms/methodologies. The session will therefore also 
include presentations on architecture advances that may be 
enabled as a consequence of technology progress.

� The focus of this session is principally on forward‐looking 
technologies that might determine future operational 
opportunities and challenges for computer systems beyond 
the exascale regime.  

What is “Beyond Exascale Computing?”



Develop and deploy a scalable, commercial 
quantum system to solve today’s unsolvable 

problems
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Developing quantum applications

1. Find quantum algorithm with quantum speedup

2. Confirm quantum speedup after implementing all oracles

3. Optimize code until runtime is short enough

4. Embed into specific hardware estimate runtime
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A quantum machine to solve hard optimization problems



The D-Wave quantum annealer
An analog quantum device to solve  
quadratic binary optimization problems

Can be built with imperfect qubits 
Significant engineering achievement to scale it to two thousand qubits 
So far no (scaling) advantage has been observed 
Quantum tunneling can be simulated classically! 

C(x1 ,...,xN )= aij
ij
∑ xix j + bi

i
∑ xi

with xi =0,1



Early value: quantum inspired optimization

Mimic quantum tunneling  
on classical computers today! 

Research into quantum algorithms often uncovers 
new classical algorithms 
  

 Better optimization methods 

 Better training algorithms 
 Better models for machine learning 
 



Yoshihisa	Yamamoto,	Monday	10:15am	

Hidetoshi	Nishimori	,	Tuesday	4:00pm



Developing quantum applications

1. Find quantum algorithm with quantum speedup

Stephen Jordan (Microsoft) 
http://math.nist.gov/quantum/zoo/



Impact on Cryptography

Quantum computers break widely used public key encryption 
  RSA-2048 with 4100 qubits 
  ECC: Bitcoin with 2330 qubits 

New quantum-safe cryptography 
 Quantum key distribution 
 “Post-quantum” classical cryptography



Developing quantum applications

1. Find quantum algorithm with quantum speedup

2. Confirm quantum speedup after implementing all oracles



Grover search
Search an unsorted database of N entries with √N queries 

However, the query needs to be implemented! 

A single quantum query needs at least O(N) time since all entries must be 
read! While reading the data once we can already find the desired entry! 

Only useful if the query result can be efficiently calculated on the fly! 
What are the important applications satisfying this criterion?



Developing quantum applications

1. Find quantum algorithm with quantum speedup

2. Confirm quantum speedup after implementing all oracles

3. Optimize code until runtime is short enough



Solving linear systems of equations

Solve linear system Ax=b in log(N) time  

Time evolution using the matrix A 
needs to be implemented efficiently 

Exponential speedup for wave scattering problem  
(Clader et al, PRL, 2013)! 

Estimated to  use 1029 gate operations for a problem that is still tractable on a classical 
supercomputer (arXiv:1505.06552).

Harrow, Hassidim, Lloyd, PRL (2009)
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FIG. 9. Two-dimensional finite element mesh with square finite elements. The scattering region is shown in grey, and can be
any arbitrary design. The incident field interacts with the metallic scatterer and scatters o↵ into all directions.

and less dense when lower accuracy is su�cient. However one of the key constraints with the QLSA is that the matrix
elements must be e�ciently computable. This restricts one to semi-regular or functionally defined meshes.

As a simple toy–problem example, we will model the scattering of a plane wave o↵ an arbitrary 2D metallic
scattering region with a uniform rectangular mesh, as shown in Fig. 9. Following standard FEM techniques[18], we
write the free-space Maxwell’s equation as a functional

F (E) =

Z
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dV + ik
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Et ·EtdS, (62)

where

E(x, y) = E0p̂e
�ik·r(x,y) (63)

is the vector electromagnetic field propagating in direction k̂ = k/k = cos ✓x̂+ sin ✓ŷ, at position r(x, y) = xx̂+ yŷ,
with magnitude E0, wavenumber k, and polarization p̂ = r̂ ⇥ ẑ. The label Et indicates the component tangential to
the surface S, V is the volume of the computational region, and S is the outer surface of the computational region.
By taking �F = 0, the volume term gives Maxwell’s equation for the electric field, while the surface integral is an
artificial absorbing term used to prevent reflections o↵ the artificial computational boundary. On the inner metallic
scattering surface the boundary condition

n̂⇥E = �n̂⇥E
i (64)

where E
i is the incident field, and n̂ is the unit vector normal to the surface is applied.

Within an element labelled e the electric field can be expanded in terms of edge basis vectors [19],
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First applications that reached a petaflop on Jaguar @ ORNL

Source: T. Schulthess

Domain area Code name Institution # of cores Performance Notes

Materials DCA++ ORNL 213,120 1.9 PF 2008 Gordon Bell 
Prize Winner

Materials WL-LSMS ORNL/ETH 223,232 1.8 PF 2009 Gordon Bell 
Prize Winner

Chemistry NWChem PNNL/ORNL 224,196 1.4 PF 2008 Gordon Bell 
Prize Finalist

Materials DRC ETH/UTK 186,624 1.3 PF 2010 Gordon Bell 
Prize Hon. Mention

Nanoscience OMEN Duke 222,720 > 1 PF 2010 Gordon Bell 
Prize Finalist

Biomedical MoBo GaTech 196,608 780 TF 2010 Gordon Bell 
Prize Winner

Chemistry MADNESS UT/ORNL 140,000 550 TF

Materials LS3DF LBL 147,456 442 TF 2008 Gordon Bell 
Prize Winner

Seismology SPECFEM3D USA (multiple) 149,784 165 TF 2008 Gordon Bell 
Prize Finalist

Combustion S3D SNL 147,456 83 TF

Weather WRF USA (multiple) 150,000 50 TF

1.9 PF

1.8 PF

Thursday, July 21, 2011 DFT and Beyond: Hands-on Tutorial Workshop – Berlin, Germany

Applications running at scale on Jaguar @ ORNL (Spring 2011)



The Theory of Everything  

The N-body Schrödinger equation  

Describes (almost) everything we encounter in daily life with a very simple Hamilton 

It is a simple linear partial differential equation (PDE) 

But is exponentially complex since it lives in 3N dimensions
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Density functional theory and quantum chemistry
Approximates the N-body Schrödinger by a tractable 1-body problem 

Successful in calculating properties  
many metals, insulators, semiconductors 
 
 

 
 
1998 Nobel prize in chemistry

Walter Kohn John A. Pople

E0 =minρ( !r )
F[ρ]+ d3!rV(!r )ρ(!r )∫( )

J.R.Chelikowsky and M.L.Cohen, PRB (1974)

Band structure of silicon



Cuprate high temperature superconductors
Undoped materials: 
half-filled band and metal according to DFT 
but antiferromagnetic insulator in experiment! 
Band structure calculation breaks down! 

Doped materials:  
high-temperature superconductors 

What causes superconductivity?  
Are there room temperature superconductors? 

 Band structure of La2CuO4

Fermi level



Feynman proposed to use quantum 
computers to simulate quantum physics 

International Journal of Theoretical Physics, VoL 21, Nos. 6/7, 1982 

Simulating Physics with Computers 
Richard P. Feynman 

Department of Physics, California Institute of Technology, Pasadena, California 91107 

Received May 7, 1981 

1. INTRODUCTION 

On the program it says this is a keynote speech--and I don't  know 
what a keynote speech is. I do not intend in any way to suggest what should 
be in this meeting as a keynote of the subjects or anything like that. I have 
my own things to say and to talk about and there's no implication that 
anybody needs to talk about the same thing or anything like it. So what I 
want to talk about is what Mike Dertouzos suggested that nobody would 
talk about. I want to talk about the problem of simulating physics with 
computers and I mean that in a specific way which I am going to explain. 
The reason for doing this is something that I learned about from Ed 
Fredkin, and my entire interest in the subject has been inspired by him. It 
has to do with learning something about the possibilities of computers, and 
also something about possibilities in physics. If we suppose that we know all 
the physical laws perfectly, of course we don't  have to pay any attention to 
computers. It's interesting anyway to entertain oneself with the idea that 
we've got something to learn about physical laws; and if I take a relaxed 
view here (after all I 'm here and not at home) I'll admit that we don't  
understand everything. 

The first question is, What kind of computer are we going to use to 
simulate physics? Computer theory has been developed to a point where it 
realizes that it doesn't make any difference; when you get to a universal 
computer, it doesn't matter how it's manufactured, how it's actually made. 
Therefore my question is, Can physics be simulated by a universal com- 
puter? I would like to have the elements of this computer locally intercon- 
nected, and therefore sort of think about cellular automata as an example 
(but I don't  want to force it). But I do want something involved with the 
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Simulating quantum materials on a quantum computer
Can we use quantum computers to design new quantum materials? 

A room-temperature superconductor? 
Non-toxic designer pigments? 
A catalyst for carbon fixation? 
Better catalysts for nitrogen fixation (fertilizer)? 

Solving materials challenges with strong correlations has  
exponentially complexity on classical hardware 
polynomial complexity on quantum hardware!



Garnet	Chan,	Monday	11:30am	

Markus	Reiher	,	Tuesday	9:00am
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Significant progress in qubit quality is to a large extent due to progress in materials quality



Topological qubits will be another step forward 



Yasuyuki	Kawahigashi,	Wednesday	10:15am	

Zhenghan	Wang,	Wednesday	2:00pm



Majorana Fermions 

Predicted by Ettore 
Majorana in 1937



2012



Majorana qubits: split the information

Split     0    or    1    electrons into two “Majorana” particles
Store a qubit in a superposition of    0     or    1    electrons



Bela	Bauer,	Tuesday	10:15am	

Roman	Lutchyn,	Tuesday	11:30am



Qubit modeling and design optimization

2D	Design

Automatic	rendering	of	
3D	CAD	from	2D	
designs	and	images.

Parametric	3D	CAD Batch	Simulations

Automatic	cross-
sectional	slices

Advanced	physics



Edwin	Barnes,	Monday	4:00pm	

Susan	Coppersmith,	Tuesday	2:30pm	

Rick	Muller,	Wednesday	9:00am



Materials Simulations and Characterization
InAs GaSb

Band	structure	calculations

p-pols-pol

HH LH

SO-split

ARPES	experiments	

InAs/Al	interfaces



First principles simulations of nano devices?
 
 
 
 
 
 

 

Figure 3: Correlation function for two electrons in a CdTe/CdSe nano dumbbell (~6,000 atoms). One 
electron is fixed at the center of the CdSe wire (white circle). The second electron is localized in the 
CdSe wire if electron-electron correlations are neglected and in the CdTe dots if correlation effects are 
included. This illustrates the importance of many-particle effects in describing the electronic 
properties of complex nanostructure architectures. 

 
Figure 4: Calculated photoluminescence spectrum from a quantum dot molecule made of two 
vertically stacked InGaAs quantum dots as a function of the electric field. Degree of entanglement of 
the bright excitons as a function of electric field (left figure). At the field of -5.4 kV/cm the 
entanglement is maximized and reaches 80%. At this field, the state |1> anticrosses with states |2> and 
loses its oscillator strength. This gives a clear optical signature of entanglement. The dots contain 
about 50,000 atoms each and the complete system including the host barrier material contains about 
1.6 million atoms.  
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Predicting the electronic properties of 3D, million-atom 
semiconductor nanostructure architectures 

A. Zunger, A. Franceschetti, G. Bester,  
Materials Science Center, NREL. 
W.B.  Jones, Kwiseon Kim and P. A. Graf, 
Scientific Computing Center, NREL. 
L-W. Wang, A. Canning, O. Marques, C. Voemel 
Computational Research Division, LBNL. 
J.  Dongarra, J. Langou and S. Tomov   
Dept. of Computer Science, University of Tennessee.  
 

corresponding author’s e-mail address: acanning@lbl.gov 

Abstract: The past ~10 years have witnessed revolutionary breakthroughs both in synthesis of 
quantum dots (leading to nearly monodispersed, defect-free nanostructures) and in characterization of 
such systems, revealing ultra narrow spectroscopic lines of <1meV width, exposing new intriguing 
effects, such as multiple exciton generation, fine-structure splitting, quantum entanglement, multi-
exciton recombination  and more. These discoveries have led to new technological applications 
including quantum computing and ultra-high efficiency solar cells. Our work in this project is based 
on two realizations/observations: First, that the dots exhibiting clean and rich spectroscopic and 
transport characteristics are rather big. Indeed, the phenomenology indicated above is exhibited only 
by the well-passivated defect-free quantum dots containing at least a few thousand atoms (colloidal) 
and even a few hundred thousand atoms (self assembled). Understanding the behavior of 
nanotechnology devices requires the study of even larger, million-atom systems composed of multiple 
components such as wires+dots+films. Second, first-principles many-body computational techniques 
based on current approaches (Quantum Monte-Carlo, GW, Bethe-Salpeter) are unlikely to be 
adaptable to such large structures and, at the same time, the effective mass-based techniques are too 
crude to provide insights on the many-body/atomistic phenomenology revealed by experiment. Thus, 
we have developed a set of methods that use an atomistic approach (unlike effective-mass based 
techniques) and utilize single-particle + many body techniques that are readily scalable to ~103-106 
atom nanostructures. New mathematical and computational techniques have also been developed to 
accelerate our calculations and go beyond simple conjugate gradient based methods allowing us to 
study larger systems. In this short paper based on a poster presented at the DOE SciDAC06 conference 
we will present the overall structure as well as highlights of our computational nanoscience project.  

1.  New algorithms for calculating electronic properties of large nanostructures 
The infrastructure we have developed to perform atomistic pseudopotential calculations of large 
nanostructures is composed of a series of different steps as shown in Figure 1. The input geometry is 
determined from geometrical considerations and experimental data. The atomic positions are obtained 
by minimizing the strain field using the classical valence force field (VFF) method trained to 
reproduce LDA equilibrium geometries of prototype structures [1].  The potential of the system is then 

Institute of Physics Publishing Journal of Physics: Conference Series 46 (2006) 292–298
doi:10.1088/1742-6596/46/1/040 SciDAC 2006

292© 2006 IOP Publishing Ltd
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Eric	Cances,	Monday	2:30pm	

Sophia	Economou	,	Wednesday	11:30



First-principles calculations of InSb band structure
Simple functionals fail in most of the zincblende semiconductors 
InSb is gapless using LDA and GGA due to wrong band ordering 

E 
(e

V)

-6

-4

-2

0

2

4

 �  X  W  L  � K 

E 
(e

V)

-6

-4

-2

0

2

4

 �  L K  X  W  � 

Figure 1: Band structure of InSb obtained with GGA without SO coupling (left panel) and with SO
(right panel). Band ordering is incorrect.

conduction states correspondingly. When SO coupling is switched on the bands at � are classified
according to the double group representations. The s-states now correspond to �6 representation,
roughly corresponding to the |S, j = 1/2, jz = ±1/2i states. The p-states, that are 6-fold degenerate
without SO, are split into a four-dimensional �v,c

8
, which accomodates the so-called heavy (|P, j = 3/2,

jz = ±3/2i) and light (|P, j = 3/2, jz = ±1/2i) holes, and two-dimensional �v,c
7

referred to as split-o↵
band (P, j = 1/2, jz = ±1/2i).

For InSb the expected ordering of bands at the �-point in the absence of SO-coupling is expected
be �v

15
-�c

1
-�c

15
, with a fundamental energy gap

E0 = E�
c
1
� E�

v
15
. (1.1)

Another parameter used generally in the description of zincblende and related band structures is
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With SO coupling, there are four typical parameters for the band structure: the fundamental gap
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spin-orbit splitting
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and another SO-mediated splitting
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Taking a look into the composition of the GGA-produced bands at �, one can verify that the
band ordering is indeed incorrect. The contribution of di↵erent orbitals centred on In and Sb to the

2

zero  
band gap



Using hybrid functionals
Admix some Hartree-Fock exchange energy for the short range part of the interaction

µ = 0.2Å�1EHSE

xc
= ELDA

xc
(µ)� 1

4
(ELDA

xc
(µ) + EHF

x
(µ))

LDA HSE



Strategy for numerical simulations
Atomistic ab-initio simulations

Tight binding models for bulk and interfaces

k.p model fit

Material and device models

strain 
disorder

 electric field 
magnetic field 

disorder 
pairing



Constructing tight-binding models
Choose an energy window and build a tight binding model

2

II. FIRST-PRINCIPLES CALCULATIONS

The crystal structure of InSb is zincblende, that is FCC
cubic, with one formula unit per primitive cell. Con-
ventional unit cell consists of four primitive unit cells as
shown in Fig. ??.

To obtain parameters for later tight-binding modeling
of InSb, we carried out first-principles calculations using
hybrid functionals. It is well known that simpler ap-
proximations, like LDA or GGA, lead to metallic band
structure that results from incorrect band ordering at the
�-point.13 Hybrid functionals14 and GW

15,16 were used
to fix the band ordering,17–19 and both schemes are gen-
erally accepted to be most reliable for computing band
gaps of semiconductors nowadays.

Particular hybrid scheme, namely HSE03/HSE06,20–22
proved to be successful in computing band structures of
ZB semiconductors with SOC taken into account.17 Hy-
brid functionals are constructed by replacing a quarter
of DFT (PBE23 in our case) short-range exchange with
exact Hartree-Fock counterpart, leaving the long-range
part unchanged. In the most common HSE06 scheme, the
parameter that defines separation into long- and short-
range parts is taken to be µ = 0.2Å�1. In this work,
however, we use the value µ = 0.23Å�1, which was used
in Ref. 17 to fit the band gap of InSb to its experimental
value. That work reported a ⇡15% underestimation of
Luttinger parameters obtained from such a calculation
compared to experimentally reported values. Here, how-
ever, we aim at constructing tight-binding models and
the hybrid calculation is an optimal starting point for
this purpose.

First-principles calculations were carried out using
PAW basis set24,25 within VASP ab initio code.26,27 The
energy cutoff for the PAW potentials was taken to be
280 eV. Gaussian smearing of 0.05 eV width and a �-
centered 6⇥6⇥6 k-point mesh were used to perform BZ
integrations. A finer 8⇥8⇥8 mesh was used to check the
convergence of our calculations. This resulted in only a
small 2% (see Tab. I for actual numbers) dectrease of
band gap, leading to to even better match with the ex-
perimental value. However, overall it is clear that the
6 ⇥ 6 ⇥ 6 is well converged. Given a significant increase
in computational cost for finer meshes, we chose to use
this mesh throughout this work.

Only the bonding p-states and the antibonding s- and
p-states that are of interest to us, forming the topmost va-
lence and lowest conduction bands. Without SO coupling
the s-states in group Td transform according to a one-
dimensional representation �1, while the p-states trans-
form as three-dimensional representation �15, giving rise
�v
15

and �c
15

tree-fold degenerate multiplets of valence and
conduction states correspondingly. When SO coupling
is switched on the bands at � are classified according
to the double group representations. The s-states now
correspond to �6 representation, roughly corresponding
to the |S, j = 1/2, jz = ±1/2i states. The p-states,
that are 6-fold degenerate without SO, are split into a

Figure 1. Band structure of InSb with SOC. Fermi level is
set at 0 eV, labels of irreducible representations at � are also
shown.

four-dimensional �v,c
8

, which accomodates the so-called
heavy (|P, j = 3/2, jz = ±3/2i) and light (|P, j = 3/2,
jz = ±1/2i) holes, and two-dimensional �v,c

7
referred to

as split-off band (P, j = 1/2, jz = ±1/2i).
The band structure with SOC taken into account is

shown in Fig. 1 illustrating the correct band ordering in
the BZ center. Results of the calculation are in very good
agreement with experiment as shown in Table I. The bulk

Eg �SO E�c
7
� E�v

8
E�c

8
� E�v

8

6⇥ 6⇥ 6 0.241 0.744 3.077 3.488
8⇥ 8⇥ 8 0.236 0.746 3.070 3.481
Experiment28 0.235 0.8129 3.141 3.533

Table I. Comparison of the present first-principles calculation
to experiment. Results for two mesh-densities are given to
illustrate convergence. Labels c and v refer to conduction
and valence bands correspondingly. All values are given in
eV.

band gap Eg is only within ⇡ 2.5% from the experimental
value.28 Similar agreement is seen for other experimen-
tally known energy differences, with the only exception
of SO splitting of hole states �SO = E�v

8
� E�v

7
, which

is within ⇡ 8% of its generally accepted value.29 We no-
ticed that decreasing mixing parameter µ one can obtain
better agreement for �SO, but at a price of increasing
the value of the fundamental gap Eg.

Despite this little discrepancy in the value of SO gap,
our calculations provide a good starting point for the pur-
poses of the present paper. We now proceed to construct
TB models of different complexity aiming to reproduce
the above band structure. Given the accuracy of the
band structure calculation we expect these models to be
highly reliable at least for the bulk calculations.

Souza, Marzari, Vanderbilt, PRB’01



Accurate tight-binding models respecting symmetries
2

Figure 1. Band structure of InSb with SOC. Fermi level is set
at 0 eV, labels of irreducible representations are also shown.

14x14 model 
  

In   :  s, px, py, pz 
  Sb  :  px, py, pz 

compared to DFT
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Better materials will be important for better qubits
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