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§  Increases in processing power of supercomputers and changes in 
algorithms enable calculation of integrated Fast Ignition targets from 
capsule implosion to laser injection to thermonuclear burn 

§  Hot electrons produced in the laser-plasma interaction populate a 
larger phase space than earlier experiments and calculations 
suggested 

§  Ideas for channeling electrons and increasing the coupling of 
electrons are being developed 
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Transport region 

Ignition region 
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Transport region 

Ignition region <θ>  ~50o 
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Transport region 

Ignition region 

light electrons 

Want to heat  ρδz ~< 1.2g/cm2  from burn dynamics 
Electron range(g/cm2) ~ 0.8 E(MeV) 
For 300g/cm3    want to deposit 20kJ in 20ps in 20µm 
radius 

=>Ielectron ~ 9e19W/cm2  
But laser -> electron coupling only 25-50% 

=>Ilaser ~2e20W/cm2  => E~6MeV for 1ω light 
⇒ Range ~4.8g/cm2 or 4 optimal ranges 
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§  In relativistic regime particle range,R ~ Eparticle ~(Iλ2)1/2  
§  Elaser ~ Ereq/(ηgeoηLPIηrange) ~ Ereq/(η Rwanted/R) 
            ~ Ereq/η/(Iλ2)1/2 ~ EreqElaser

1/2/η	


   => Elaser  ~ (Ereq/η)2 

§  20 kJ grows to 320 kJ laser even with perfect transport 
and optimum fuel assembly 

§  Requirements: good fuel assembly, efficient transport 
§  Possible improvements: smaller λ, innovative ways to 

soften spectrum(reduce I), targets that capture bigger 
fraction of range 
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§  Assemble fuel with standard radiation 
hydrodynamics codes(e.g.,Lasnex or Hydra) 

§  Couple short pulse laser to matter with PIC code 
§  Transport hot electrons from critical surface to 

ignition region 
§  Thermonuclear burn and disassembly

(Hydrocode coupled to transport code) 
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Constant shell thickness 

It is unlikely that the separation between laser and fuel will be much less 
than 50 µm  
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§  Assemble fuel with standard radiation 
hydrodynamics codes(e.g.,Lasnex or Hydra) 

§  Couple short pulse laser to matter with PIC code 
§  Transport hot electrons from critical surface to 

ignition region 
§  Thermonuclear burn and disassembly

(Hydrocode coupled to transport code) 
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•  Remove light waves and electron plasma waves in background   
   by dropping displacement current & electron inertia in Ohm’s law 

è relaxes constraints set by plasma frequency, Debye length & skin-
depth in the high-density region where waves are heavily damped 

•  Conductivity tensor determined from Braginskii expression 

Cohen, Kemp, Divol, JCP 229, 4591 (2010).  

z  → 

• ncrit 
 ~100ncr 

ne>100ncr 

Maxwell’s equations Hybrid field equations 

Laser light 
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(A) agreement with Collisional PIC  
at 100 cells per micron 

    Ez(PIC) 
    ηJz(PIC) 
    Ez(Hybrid) 

     100cpm 
      20 cpm 

PIC-Hybrid allows us to model cold solid-density plasma in 2D with a speed-up factor 125!

Interface 

E0=3x1012V/m 

(B) consistency of results at 100 and 
20 cells per micron  
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3

Lp decreasing from 3.0µm to 0.9µm in the first 1000fs.
This explains why the specular spectrum starts with a
red shift. The 2ω signal becomes noticeable when the
density profile has been substantially steepened, so that
the red shift already occurs as the light is detected.

The 2D PIC simulations were performed with PSC-
hybrid code [20]. Care has been taken to implement the
experimental conditions in the simulation setup. The
preplasma density profile and effective ion charge states
were provided by HYDRA simulations with measured
prepulses. While the ion charge states in the preplasma
are determined self-consistently by HYDRA, ionization
during the main pulse interaction was ignored. This is
a good assumption in the region where most of the re-
flection occurs in the experiment [22]. The velocity of
the preplasma was also ignored since the corresponding
∆λ/λ0 is ∼ 0.1%. The near-field intensity distribution
of the incident laser pulse was reconstructed by matching
the power spectrum of the generated focus with that of
the high-power focal spot measured by EPM. This near
field was used as a boundary condition for the Maxwell
solver in the PIC simulation. The simulation box ex-
tended over 180µm× 150µm, resolved with 32 cells per
laser wavelength and 74 steps per laser cycle, with 50
electrons and ions per cell. Electron density was capped
at 100nc0 to reduce numerical heating effects, and the
underdense region was terminated at 0.04nc0 for compu-
tational efficiency. Boundary conditions were periodic in
the transverse direction and absorbing in the longitudi-
nal direction. The critical density surface was located
100µm from the laser injection plane to allow for enough
underdense and vacuum regions. The temporal shape of
the incident laser pulse was a Gaussian with a FWHM
of 1.4ps, beginning at e−4 of the peak power. Including
the low-intensity front was found to be important to re-
produce the history of the reflected light. The fraction
of reflected light around 2ω0, integrated over 5ps, is con-
sistent with calorimeter data in place of FROG in the
experiment.

The backward-propagating electromagnetic wave was
recorded at the boundary in the specular direction and
Fourier transform was carried out for each 200fs segment
of the time series to obtain time history of the spectra,
leading to a resolution of 0.75% in frequency space. For
each segment, a central wavelength was determined by a
Gaussian fit of the spectrum. The spectral shift vs time
from the PIC simulations is plotted in Fig. 2(a) (orange
line), which is in good agreement with the experimental
data (the time axis was aligned to overlap the peak of
2ω intensity with data). The expected Doppler shift de-
duced from the motion of the absorption point in the PIC
simulation, also shown in Fig. 2(a) (red triangles), agrees
well with the measured and simulated shift, confirming
that the observed shift is dominated by the Doppler ef-
fect due to density steepening/expansion. The quanti-
tative agreement between the data and the simulation
is not accidental as the shift depends on both the pre-
plasma distribution and the laser intensity. Agreement
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FIG. 3: (a) A 2D snapshot of laser Poynting flux (Plaser),
electron density (contour lines), and electron energy flux (Pe)
in the PIC simulation. The red dashed contour lines are at
t= 0 and the blue lines are at t= 2.2ps. (b) Time history
of incident peak intensity (blue dashed line) and actual peak
intensity on target (red solid line).

is obtained only when the experimental conditions are
properly implemented in the simulations.
To study scalings of the red shift with respect to scale

length and intensity we first extended the model in Ref.
[23] by taking into account the scale length. In the case
of finite Lp, the light pressure should be balanced by
the gradient instead of the total momentum flux of the
plasma, i.e. I

c = Ls
d
dz (nimiv2) = Ls

Lp

nimiv2, where Ls

is the skin depth, Ls = λ/γ1/2 [24]. Further taking into
account the absorption fraction fabs as in [15] and oblique
incidence at an angle θ, the velocity is given by

v

c
= (

2− fabs
2

cosθ
1

γ

Zme

Mi

Iλ2

2.74× 1018
γ1/2Lp

λ
)1/2 (2)

Eq. (2) shows that the velocity scales as I3/8L1/2
p . It

should be noted that this equation only describes a red
shift and is only valid for early time when the plasma
thermal pressure is negligible. Because both intensity
and scale length vary over time, it is not easy to estimate
the shift using Eq. (2). In addition, the laser intensity
on target can be different from vacuum intensity due to
filamentation. Fig. 3(a) displays a 2D spatial map of
the laser Poynting flux and electron density at peak of
the laser power. Clearly filamentation occurs and the
location of nc has receded by ∼ 7µm. Shown in Fig.
3(b) is the time history of incident peak laser intensity
(black dashed line) and actual peak intensity on target

Wavelength shift compares well to FROG 
Consistent with Doppler shift from  
motion of critical surface (in 2D PIC) 
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FIG. 1: (a) Setup for FROG measurements of specular light.
(b) A typical specular FROG trace.
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FIG. 2: (a) Comparison of measured and simulated time his-
tory of spectral shift. Black line: specular FROG data. Or-
ange dashed line: central wavelength of specular 2ω spectrum
in a 2D PIC run. Red trangles: expected Doppler shift in-
ferred from motion of reflection point in the 2D PIC run. (b)
Evolution of the scale length. Blue line: calculated using Eq.
(1) with measured v(t). Red triangles: exponential fitting of
the density profiles near nc in 2D-PIC simulations.

at critical density while 1ω can be scattered at a range of
densities [17]. Since beam uniformity is important for re-
liable FROG measurements, cylindrical lenses were used
to create a line focus onto the nonlinear glass, which not
only minimized the non-uniformity in the spatial pro-
file but also enhanced the sensitivity of this diagnostic.
The 2D FROG trace was recorded by an Apogee CCD
(charge-coupled device) camera. The line focus was im-
aged into another CCD camera to check the uniformity
for every shot. The variation of intensity along the line
focus was found to be within ±10%, hence confirming
the validity of the FROG data.
A typical FROG trace is displayed in Fig. 1(b). This

shot was taken for a quasi-Gaussian incident laser pulse
with FWHM of 1.4ps and a total energy of 150J. The pre-
pulse was measured to be 17mJ lasting 3ns preceding the

main pulse. The vacuum focal spot measured by EPM
indicated an intensity of 5× 1019W/cm2 at the 20th per-
centile and 1.5× 1019W/cm2 at the 50th percentile. The
FROG traces were analyzed using FemtoSoftR© software
to retrieve the phase as a function of time by iterations
of various algorithms [18]. The instantaneous frequency
was obtained as the time derivative of the phase. The
relative spectral shift, ∆λ/λ0 (λ0 = 526.5nm), is plot-
ted in Fig. 2(a) (black line). The plot was averaged
over 5 shots to reduce the noise level. The error bars
include uncertainties in calibration, phase retrieving and
shot-to-shot fluctuation. The data show that the red
shift was largest at the beginning, reaching ∼ 6%. The
red shift gradually decreases over time, dropping to zero
at ∼3ps and ending as a 1.5% blue shift. The spectral
shift can be attributed to three processes: relativistic
self-phase-modulation (RSPM) [19], Doppler shift due
to relativistic effect, and Doppler shift due to density
steepening/expansion. RSPM was estimated using the
preplasma density profile calculated by a 2D radiation-
hydrodynamic simulation with the code HYDRA [21] and
the measured prepulse. It is at least 3× smaller than the
observed shift. The relativistic effect is due to modifica-
tion of the critical density, nc = γ(t)nc0, where nc0 is the
non-relativistic critical density, and γ is the relativistic
factor, γ(t) = (1 + 0.36I(t)[1018W/cm2]λ[µm]2)1/2 for
linearly-polarized light. The effective motion of nc lo-
cation due to varying intensity was estimated using the
preplasma profile, and it turns out to be negligible com-
pared to the observed shift. Therefore, the dominant con-
tribution to the measured shift should be density steep-
ening/expansion. The 6% red shift corresponds to a re-
ceding velocity of 0.03c (c is the speed of light). The
blue shift at later time indicates reversion of the surface
motion due to heating of plasma and decreasing of laser
intensity.
From the measured time history of Doppler shift, the

evolution of the scale length (Lp) near nc can be inferred
based on a simple geometry model. For a small time
step ∆t, assume that the plasma near the solid surface
does not move and at nc it moves v∆t, where v is the
velocity. If the density maintains an exponential profile
ne ∼ exp(z/Lp), simple derivation shows that the change
in scale length is ∆Lp/Lp = −v∆t/z0, where z0 is the
distance between nc location and the solid surface at t =
0. Solving the differential equation gives

Lp(t) = Lp(0)exp[−

∫ t

0

v(t′)dt′/z0] (1)

Taking the measured v(t) from Fig. 2(a), z0 = 6µm
and Lp(0) = 3.0µm from the HYDRA simulation, the
calculated time history of Lp is plotted in Fig. 2(b) (blue
line), together with results from a 2D PIC simulation
which is described below. The agreement indicates that
the evolution of the scale length near nc can be reason-
ably reconstructed using this simple model with specular
FROG data and a preplasma profile. It is clear that sub-
stantial steepening occurs at the beginning, leading to

1000 2000 3000 4000 5000 
time [fs] 

Line-out of FROG / PIC spectra Laser and electron flux @ peak power 

Simulation box 180x140um  
32cells/micron 50particles/cell 
74time steps / laser cycle 
Absorbing b.c. (z); periodic in y 

Ilaser(t) 
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Interaction physics of multi-picosecond petawatt laser pulses with overdense plasma

A.J. Kemp and L. Divol

Lawrence Livermore National Laboratory, Livermore, CA
(Dated: October 7, 2011)

We study the interaction of intense petawatt laser pulses with overdense plasma over several

picoseconds, using two- and three-dimensional kinetic particle simulations. Sustained irradiation

with non diffraction-limited pulses at relativistic intensities yields conditions that differ qualitatively

from what is experimentally available today. Nonlinear saturation of ponderomotively-driven density

perturbations at the target surface causes recurrent emissions of plasma, which stabilize the surface

and keep absorption continuously high. This dynamics leads to the acceleration of three distinct

groups of electrons up to energies many times the laser ponderomotive potential. We discuss their

energy distribution for applications like the fast-ignition approach to inertial confinement fusion.

PACS numbers: 52.57.Kk, 52.65.Rr

The next generation of petawatt short-pulse laser facil-

ities like NIF-ARC, Omega-EP or LFEX will deliver up

to ten kilojoules of energy in focal spots with diameters of

40−100micrometers with peak intensities� 1018 W/cm2

at optical wavelengths, sustained over several picosec-

onds [1–3]. Understanding the interaction physics of such

pulses with solid targets is will lead to insights for ba-

sic high energy density science, and for applications like

the fast-ignition approach to inertial confinement fusion

(ICF), where such lasers could be used as drivers [4, 5].

Previous theoretical studies of relativistic laser plasma

interaction have focused on sub-picosecond laser pulses

with diffraction limited focal spots typically less than

10µm in size [6–11]. Interaction of such pulses with

over-dense plasma gives rise to Boltzmann-like energy

distributions of ’hot’ electrons peaking near the laser

ponderomotive energy Ep = mec2(
�

1 + a20 − 1) where

a0 ≡ eB0/me ωL is the normalized laser field amplitude

and ωL is the laser frequency [12]. While fundamental

absorption mechanisms and hot-electron production in

short-pulse laser plasma interaction have been studied

by many authors [13–17], a global picture of how these

will interplay in realistic multi-picosecond petawatt laser

irradiation of dense plasma is still lacking.

This Letter addresses, for the first time, the long-time

evolution of the interaction of realistic petawatt laser

pulses with large spot diameters with over-dense plasma.

We find that the ponderomotive force of the laser causes

perturbations of the plasma interface leading to high ab-

sorption. We describe how non-linear saturation of these

perturbations leads to recurrent emissions of plasma from

the target surface, thus stabilizing the surface while keep-

ing absorption continuously high. This dynamics leads to

the acceleration of three distinct groups of electrons up to

energies many times the laser ponderomotive potential.

We discuss the energy distribution of laser-accelerated

electrons and their divergence for applications like the

fast-ignition approach to ICF.

The aim of this paper is to study the interaction of

an energetic laser pulse with over-dense plasma over sev-
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FIG. 1. Petawatt laser pulse interacting with over-dense

plasma (a) at 1 ps and (b) at 4 ps. Laser- and electron en-

ergy flux density along z in red display laser- and electron

beam filamentation; electron density below 10nc in green,

shows the expansion of under-dense plasma into vacuum; the

contour line of 10nc (dashed) shows rippling of the critical

interface due to ponderomotive pressure.

eral ps at full scale through kinetic modeling in two- and

three dimensional particle-in-cell simulations [18]. We set

up a laser pulse with a transverse flat-top intensity pro-

file I(r, t) = I0 exp[−2(r/r0)8] × exp[−2((t − 3 t0)/t0)2]
where I0 = 1.37 × 1020W/cm2, and a focal spot di-

ameter 2 r0 = 40µm, which is much larger than the

diffraction-limited spots typically used in current exper-

iments at comparable intensities [19]. This pulse deliv-

ers 13 kJ to the target over 10 ps, consistent with fast-

ignition requirements [5]; it is linearly polarized in the

simulation plane with a wavelength λL = 1µm; rise

time t0 = 200 femtoseconds; for t > 3 t0, the time-

dependent factor is set to one. We find that it is im-

portant to use a realistic rise time to avoid spurious ef-

fects, e.g. an artificial over-estimation of the pondero-

motive pressure at the front of the pulse. The plasma

consists of deuterium ions with mass Mi = 3672me and

electrons at density n0 = 100nc, where critical density

Grid Δy=Δz=(1/50)
µm, time step 
ΔT=0.03fs 
120electrons and 
40ions per cell 
Box size 
140x120micron 
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laser electro-magnetic fields in front of the surface. Their

excursion length is a fraction of a laser wavelength be-

fore they are pushed back into the target where they

cease to interact with the laser; as a result, their en-

ergy is limited by the ponderomotive energy; the result-

ing energy spectrum has a cut-off near 1.5Ep = 7MeV

for a0 = 10 [16, 17]. The corresponding energy spectrum

is shown by the blue curve in Fig. 2(d) which represents

a region where the density profile is very steep, i.e., not

affected by emission of plasma from density ripples. Fig-

ure 3 describes the evolution of electron energy spectra

over 5 ps, determined 3µm behind the laser interaction

region and corresponding transversely averaged density

profiles in the laser spot region. By 2 ps the steep part of

the density profile, where the first group of electrons is

generated, assumes a scale length of lp = 0.15µm between

nc and 10nc where the laser is absorbed. This scale is

given by the Debye length for density a0 nc and temper-

ature a0 mec2, so lp =
�

a0 mec2/(4πe2a0nc), which we

have confirmed by separate 2D simulations at various in-

tensities and initial plasma gradient lengths. The scale

length lp is independent of laser intensity and initial con-

ditions of the plasma, but depends on laser wavelength

alone. Emission of plasma from the target surface modi-

fies this idealized scenario in that of-order 100MG mag-

netic fields are generated by surface currents and deflect

electrons with sub-ponderomotive energies, so that the

net electron energy flux behind the plasma surface drops

locally by up to 50%.

(2) Laser interaction with the plasma emitted by de-

flating surface ripples, which extends as a density plateau

just below nc over several microns from the surface, as

shown in Fig.3(b), can accelerate particles to energies

beyond Ep. This produces a second group of electrons,

shown in more detail in Fig.2(d), where one can see a

strong increase in the production of electrons with ener-

gies between 7 and 15 MeV when the electron spectrum

is measured behind the plasma emission (dashed), com-

pared to one measured behind a location with no recent

emission (solid). On average, the plasma emission yields

a hotter spectrum than expected from a density step,

because the distance over which some electrons interact

with the laser is extended compared to the clean inter-

face.

(3) While the first two mechanisms occur over a sub-

picosecond time scale, the emission of particles from the

target surface leads to filling of the vacuum region in

front of the target with under-dense plasma over several

picoseconds. Direct laser acceleration of electrons [15] in

this region gives rise to a third group of electrons with en-

ergies up to 150MeV after ≈ 4 ps in the case considered

here. The plasma density profile flattens with time and

reaches a scale length of 40µm in which electrons are ac-

celerated over tens of microns into a Boltzmann-like spec-

trum with a slope Teff = 1.5× (Ilaser/1018 W/cm2
)1/2 �

17MeV [15], which is much greater than expected from

(b)

t=0

1ps 1.5ps 2.5ps

4ps
5ps

(a) y=70+/-20um

plot_density_profiles
plot_electron_divergence

FIG. 3. (a) Energy spectra of laser-generated electrons consist
of three energy groups, with a high energy tail that asymp-
totes at 4 ps; (b) similarly, electron density profiles, averaged
across the laser spot, asymptote towards a near-plateau at
4ps; colors in (a) and (b) for same time steps match.

ponderomotive scaling. The density profile resembles an

isothermal rarefaction ne(z, t) = ne,0 exp(−z/cst) with

a sound velocity cs =
�

(mec2/Mi) a0 � 0.05 c and an

electron temperature a0 mec2 determined by the laser

amplitude. Over a wide range of laser intensities we ob-

serve ne,0 � (0.15± 0.03)nc a
1/2
0 , with the pre-factor de-

termined by details of the surface emission. The power

driving such an expansion 8mp ne,0 c3s amounts to only

1% of the incident laser power [22]. Due to the finite

laser spot size, the expansion remains one-dimensional

until its scale length exceeds the size of the laser spot,

i.e., at r0/cs � 2 ps, which explains the asymptotic scale

length of under-dense plasma being similar to the laser

spot diameter observed in our simulation.

We have verified the distinction between these en-

ergy groups and the characterization of their histories

by tracking test particles in our simulation. Note that

an unrealistic ion mass or a transverse simulation box

width less than ten wavelengths, in which the number of

spatial surface modes is limited, will lead to an under-

estimation of the surface emission effect. Another im-

portant assumption made above is that the plasma ki-

netics depends only on the ratio of ion charge and mass

Z/A and not on A separately, which means that the time

I=1.37e20W/cm2 
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i.e., at r0/cs � 2 ps, which explains the asymptotic scale

length of under-dense plasma being similar to the laser

spot diameter observed in our simulation.

We have verified the distinction between these en-

ergy groups and the characterization of their histories

by tracking test particles in our simulation. Note that

an unrealistic ion mass or a transverse simulation box

width less than ten wavelengths, in which the number of

spatial surface modes is limited, will lead to an under-

estimation of the surface emission effect. Another im-

portant assumption made above is that the plasma ki-

netics depends only on the ratio of ion charge and mass

Z/A and not on A separately, which means that the time

Extraction from over-dense; E~1.5Ep 
Acceleration in under-dense; Teff=f(time) 
Acceleration near interface; E~3Ep 

On a picosecond time scale the 
vacuum in front of target fills 
with under-dense plasma, 
leading to acceleration up to 
150MeV  

Open question: how do these distributions scale with intensity? 
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Electron energy partition:  
energy flux along z  

angular electron energy flux

dP/dθ ∼ e−θ24ps

2.5ps

-!/2 +!/2

Angular distribution  
of energy flux behind spot 

Angular divergence consistent with absorption /  
electron energy flux along z 

Ppeak=1.3PW 

θ = 1rad
Net laser flux = 1-R (time) 

Total electron flux along z 

E<7MeV electron flux along z 
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The hybrid model has been ported into OSIRIS and 
allows full-scale modeling of FI up to ignition densities 
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•  Intensity ~9e19 
•  The ponderomotive part of 

the spectrum doesn’t 
change much. 

•  Escaping electrons are 
affected by self generated 
fields(shifts birth spectrum 
to lower energy)but tail 
shouldn’t be very sensitive. 

•  Growing the plasma 
scaleheight in longer pulses 
could increase hardness of 
spectrum as function of time 
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§  UCLA implementation going to 105 nc uses additional 
smoothing to defeat anomalous heating in the pure PIC 
region 

§  In LLNL simulations, anomalous heating in the pure PIC 
region: 
•  Causes resistivity jump across pure/hybrid interface 
•  May cause more plasma blowout into underdense region, 

possibly leading to hotter electron distributions 

§  Research in understanding this anomalous heating and 
what faithful remedies are allowed is ongoing 
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§  Assemble fuel with standard radiation 
hydrodynamics codes(e.g.,Lasnex or Hydra) 

§  Couple short pulse laser to matter with PIC code 
§  Transport hot electrons from critical surface to 

ignition region 
§  Thermonuclear burn and disassembly

(Hydrocode coupled to transport code) 
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! 

dN
d"

# exp[$
%
90°

& 

' 
( 

) 

* 
+ 
4

]

Bz and Br magnetic fields of sufficient magnetic can be produced by 
compressing  uniform 60 kG Bz fields. 

Fields of this magnitude can be produced by electromagnets 
 

Bθ fields are produced by the suprathermal electron current via 
 
 
 
And grow until the resistivity vanishes at high temperatures.  The 
magnetic field will continue to grow as the plasma becomes 
magnetized, but at lower rate, even for constant resistivity. 
 ! 

˙ B = "c#$E % c#$ (&jhot )
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§  Reduced dynamics removes light, plasma waves:   ω << ωplasma ,  

•!Relativistic fast electron advance:   
!
F  =  - e(

!
E + !v !

!
B)

•!Fast e- energy loss and angular scattering: formulas of Solodov, Davies
•!
!
Jreturn  =  -

!
Jfast  + µ0

"1#!
!
B                            !!!Ampere's law without displacement current

•!Electric field given by massless momentum equation for background electrons:

   me
d!veb
dt
!=!"e

!
E +...!=!0 !!!! $!!!!!!!

!
E  =  

!
EC +

!
ENC

!
EC =

"
! !i!
!
Jreturn " e

"1
"
! !i!#Te !!!!!!!!!!

!
ENC = "

#pe
eneb

"
!veb !

!
B    

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!          "!, !
!
!  from Lee-More-Desjarlais and Epperlein-Haines

•!
!
Jreturn i

!
EC                        collisional heating 

•!%
!
B
%t

 =  -#!
!
E              Faraday's law

Complete E field results can differ from E = η*Jreturn (c.f. Nicolai et al., APS DPP 2010) 
*(D. J. Larson) 
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H 

Cu 

Without temperature 
constraint , 100 MG fields 
can be obtained 
Low temperatures can be 
obtained by radiative 
cooling and/or heat capacity 

These large fields can 
effectively guide the transport 
of energetic electrons 
 
 
 

rL (cm) !
E(MeV )
300B(MG)

What unknown physics 
can spoil these fields? 
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§  DT hot spot: ρΔz ~ 1.2 g/cm2 removes 1.4 MeV from a fast electron 

(neglecting angular scatter) 
•  Spectrum is too energetic to stop in hot spot 

0.1 1.0 10.0
0.0

0.5

1.0

ε = E / Tp

E*dN/dE running  
integral 

dN
d!

= 0.82exp[!! /1.3]+ 1
!
exp[!! / 0.19]!!!!!!! = E

Tp

For our PIC run: a0 = 10, Tpond = 4.63 MeV 

Tpond

mec
2 ! 1+ a0

2"# $%
1/2
&1  ~ a0 ! sqrt Ilas!

2

1.37 '1018 W cm-2µm2

"

#
(

$

%
)

Ansatz: scale dN/dE with ponderomotive 
temperature1  

1S. C. Wilks et al., Phys. Rev. Lett. (1992) 
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•  Both codes run in cylindrical R-Z geometry on fixed Eulerian meshes 
(which can differ) 
•  Typical run: 20 ps transport (Zuma + Hydra), then 180 ps burn (just Hydra) 

•  2-3 wall-time hours on 48 cpu’s 

Hydra 

Zuma 

t0 

1: plasma conditions to 
Zuma (densities, 
temperatures, Z) 

4: hydro 

2: hybrid transport 
energy, momentum deposition 

t1 

3: B field, 
energy/momentum deposition rates 

t2 

•  Hydra details: IMC photonics, no MHD used yet. 

coupling step 

Zuma steps 
… 

Hydra steps 
… 
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•  527 nm (2ω) wavelength laser: lowers 

Tpond ~ λ	


•  Energy delivered in 20 ps 

Cone: 
8 g/cc carbon 

DT fuel 

e- beam source 

DT density 

ρ > 100 g/cc:   
ρR = 3.0 g/cm2  
mass = 0.572 mg 

•  Beam intensity = I0 exp(-0.5*(r/rspot)8) 
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Artificially collimated source: Δθ=10o 

ideal 
yield 

rspot = 10 µm 
        = 14 µm 
        = 18 µm 
        = 23 µm 

Efast = 132 kJ: 
7x optimum spectrum value: 
spectrum too energetic to stop 
in hot spot 
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PIC-based source: Δθ=90o 

rspot = 36 µm 

rspot = 18 µm 

A somewhat narrower 
source ignited with ~1.5 MJ 

PIC-based divergence gives prohibitive ignition energies 
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Omega experiments show compression of 50 kG seed B field in cylindrical 
implosions1 to 30-40 MG, and in spherical implosions2 to 20 MG 
 
1J. P. Knauer, Phys. Plasmas 17, 056318 (2010)        2P. Y. Chang et al., Phys. Rev. Lett 107(3):035006 
(2011) 

Bz0 = 0, Δθ = 90o 

Bz0 =  10 MG 
           30 MG 
           50 MG 

Bz0 = 0,  Δθ = 
10o 

Bz0 = 50 MG ignites with 158 kJ of 
fast electrons, similar to Δθ=10o 
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Bz0 = 50 MG pipe 
 

Bz0 = 50 MG  
          uniform 
Bz0 = 50-75 MG 
Bz0 = 0-50 MG 

Similar results for Bθ fields 
generated by Faraday’s law 
from resistivity gradients 

But electron energy >130kJ 
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Log10 (Bz/100MG) field at stagnation 

1 MG 
10MG 
100 MG 
 

§  Significant longitudinal 
gradients will mirror 
electrons on axis. 

§  A hollow magnetic pipe will 
be less sensitive to axial 
variations 

§  Assembling magnetic 
configurations with 
implosions will require 
understanding hydro/MHD 
instabilities and effective 
conductivities 
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§  Couple to “ablator”  in longer path around 
fuel 

§  Correlated stopping fortuitously increases 
stopping power 

§  Focus from larger laser spot to smaller 
ignition spot 
•  Allowed by Liouville theorem, but practical 

realization not demonstrated 
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§  Change the shape 

§  Increase the multiple scattering 

§  Changing the shape is a viable strategy if the energy 
can ultimately be redirected to an ignition region 

§  The distance before an electron multiple scatters 90o ~ 
1/Z * stopping distance 
—  As the particle diffuses, the practical range ~(1/Z)1/2 the 

straight line range 
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• For conventional ICF, directly heating the fuel would be 
very inefficient because the ignition energy ~ρ-2 so we 
implode fuel 

• Conventional FI has ignition pressure ~Tbar.  
• Used as compression could increase density 10X
(0.01X in ignition energy) 
•  But must take hydro-efficiency hit 
•  And some fraction of drive pressure results in 
translational energy 
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In order to illustrate FI, a 1D version was described where 1 kJ of 300 
keV electrons was injected at critical density(22 micron radius) (after 
hole-boring) from a ¼ micron laser. 
At 10 ps there is a temperature peak in the center and about ½ the 
yield is produced then after the shocks converge 

 
A cylindrical ignition shock reduces ignition energy factor 2* 

+Tabak,et.al.,PoP 1,5(1994)1626. * Hatchett,Herrmann and Tabak(2002)  
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light 

C Au DT 

Fuel stands off from 
cone 

Fuel impacts cone 

DT 

C

electrons 

Ignition design 
DT 

C

electrons 

High gain 
design 
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• Ignites in 1D with 10kJ up to 
2.8e-3  Au mix in ablator 
• Radiative cooling from ablator not 
energetically important because of 
low temperatur 
• Depending on initial fuel density, 
ignition can occur in the Wheeler
(high density-low temperature) 
mode 
• Larmor radius of 4 MeV alpha 
~20µm so can penetrate field that 
reflects fast electrons 
• Because convergence to hotspot 
was ~6 a distorted 2D problem was 
run. Required 20 kJ 

DT 

DT 

Reflection symmetry boundary 

ρ=300g/cm3	



DT + 7.e-4Au 

Bz=100MG 

Still need to demonstrate scheme 
with relativistic electrons 
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§  If a single particle with v,m,q has stopping power  
•   then n such uncorrelated particles will have stopping 

power n 

§  If totally correlated, the particles appear to be 1 particle with 
charge nq and mass nm 

§  The correlated stopping power is n2        with energy nE 

§  Deutsch and Fromy(PoP 6(1999)3597 find correlated 
stopping out to >10λD ~ λC using Fermi treatment 

§  We study particle constellations in a PIC code 
 

dE
dx dE

dx

dE
dx
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§  Resolve interionic spacing with microparticles 
§  Remove self-forces 

—  Forces are generated on cells by aggregating particle charges and 
act on particles 

—  A particle can act on itself even in vacuum 
—  Measure fields in vacuum 
—  In problem with plasma subtract vacuum fields from plasma fields 

before applying to test particle 

§  For single particle agrees with Jackson <25% depending 
on plasma density 

Plasma wake |E| 
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3 
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4 
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7 
x 

z 

y 

1 
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7 

E1-7 = 1MeV, Δx = 5x10-12 m 
Δt =  9.5x10-21 s, ne = 1026 cm-3 L ! 5ne

"1/3

dE/dx 5X uncorrelated 

Transverse forces blow up 
constellations so correlations will 
change with time 
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§  Does the effect survive for the variation in particle 
positions and velocities expected in a real beam? 

§  Will particles find correlations on the fly?  

§  Because effects seem to occur when beam particle 
separations are of order the background plasma 
collisionless mfp, should we see stronger effects with 
shorter wavelength short pulse lasers? 
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§  Increases in processing power of supercomputers and changes in 
algorithms enable calculation of integrated Fast Ignition targets from 
capsule implosion to laser injection to thermonuclear burn 

§  Hot electrons produced in the laser-plasma interaction populate a 
larger phase space than earlier experiments and calculations 
suggested 

§  Ideas for channeling electrons and increasing the coupling of 
electrons are being developed 
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Au,Cu 3.7,11 TW Mev 
electrons 

20 
micron 
diameter 

1,20 g/cc 

Long enough that particles don’t reflux 

If the wire is a black body radiator with the material and 
radiation temperatures equal then a steady state occurs 
when: 
Powerin = radiative loss 
πr2I=2πrL T4 

 
For low enough power and high enough opacity this 
equilibrium can be found.  In hydrogen at high power the 
radiation can’t keep up.	



No hydrodynamic expansion 
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Z(cm) 

Au Au 

Cu Cu 

ρ=1	



ρ=20	



ρ=20 	



ρ=20	

 ρ=20	



P=11TW P=11TW 

P=11TW 

P=3.7TW 
E(kV/cm) 

E(kV/cm) E(kV/cm) 

E(kV/cm) 
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heat 

5 kJ ignition 
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•  Remove light waves and electron plasma waves in background   
        by dropping displacement current & electron inertia in Ohm’s law 

 è relaxes constraints set by plasma frequency, Debye length & skin-
depth in the high-density region where waves are heavily damped 

•  Conductivity tensor determined from Braginskii expression 

  
!
Jcold,e +

!
Jion = !

!
J fast,e +

c
4!
!
"#
!
B- 1

4!
"E
"t

( "
"t
+
!ve $
!
")!ve = !

!
E +
"
!
!
Jcold,e +

!
Jion( )! (ene )!1

!
"neTe

               ! (enec)!1
!
Jcold,e #

!
B + (enec)!1 %

!
Pmom,coll
e!efast

%t

              !
!
B
!t

= !c
!
"#
!
E

z  → 

• ncrit 
 ~100ncr 

ne>100ncr 

Maxwell’s equations Hybrid field equations 

Hybrid Field Equations!

Cohen, Kemp, Divol, JCP 229, 4591 (2010).  

Laser light 


