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Monge-Ampereuxxuyy = 0

det(D2u) = uxxuyy − u2
xy = f, u convex, f ≥ 0

λ1[u]λ2[u] = f, 0 ≤ λ1 ≤ λ2, f ≥ 0

(MA) max(λ1, 0) max(λ2, 0).
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Fully Nonlinear Pucci Equation
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Figure 4. Surface plot of the Pucci solution, for α = 3, n = 256.
Plot of the midline of the solutions, increasing with α = 2, 2.5, 3, 5,
n = 256.

6.4. Discrete Comparison Principle. Numerical solutions of respected the dis-
crete comparison principle, when it was true at the continuous level. For example,
if u1 is the solution of the convex envelope equation,

−λ−[u1] = 0,

and u2 is the solution of the Pucci equation

−(2λ− + λ+)[u2] = 0,

with the same boundary data g(x) for each equation, then

−(2λ− + λ+)[u1] = −λ+[u1] ≤ 0.

So u1 is a subsolution of the Pucci equation. By the comparison principle (2.1), we
conclude

u1 ≤ u2.

By Theorem 2, we expect that numerical solutions of the difference equations solved
on the same grid respect the comparison principle as well. We verified that this
held numerically, for each of the equations, and also using coefficients which were
functions of x. For example the variable coefficient Pucci equations (A(x)λ−+λ+),
where 1 ≤ A(x) ≤ 2. See Figure 5.

6.5. Boundary continuity of solutions. We remark that solutions need not be
continuous up to the boundary. For example, If the boundary data is not convex,
then there is no way to build a convex function which agrees at the boundary.
Since both solutions of (MA) and (CE) are required to be convex, we can’t expect
boundary continuity. However this is a feature of the equation, not the scheme, so
it shows the robustness of the scheme.

6.6. Accelerating Iterations. The iteration (5.2) is a simple, explicit, convergent
method to find the solution of the difference equation. While it may thousands of
iterations to converge, on the largest grids used, solution time was a few minutes.
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n 16 32 64 128 256
α = 2 7.1× 10−4 2.2× 10−4 8.1× 10−5 3.1× 10−5 9.6× 10−6

α = 2.5 1.2× 10−3 3.4× 10−4 1.2× 10−4 5.0× 10−5 1.5× 10−5

α = 3 1.8× 10−3 4.6× 10−4 1.6× 10−4 6.4× 10−5 2.1× 10−5

α = 5 3.2× 10−3 8.7× 10−4 2.3× 10−4 7.4× 10−5 2.5× 10−5

Table 4. Errors for the exact solution of the Pucci equation,
using the radial solution, as a function of of α and n.
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Figure 4. Surface plot of the Pucci solution, for α = 3, n = 256.
Plot of the midline of the solutions, increasing with α = 2, 2.5, 3, 5,
n = 256.

We can conclude that when we have a combination of a large ratio between
λ− and λ+ along directions which are not favorable to the grid, the dθ error can
dominate. In more tame situations, the dθ error does not.

6.3. Numerical solution of the Pucci equation. We follow examples from [9].
For the equation

αλ+ + λ− = 0 in Ω,

use the exact radial solution

ψ(x, y) = −ρ1−α, where ρ(x, y) =
√

(x + 2)2 + (y + 2)2

on [−1, 1]2. We solved for α = 2, 2.5, 3, 5, using the 17 point stencil. The errors are
displayed in Table 4.

Next we consider an example with step function boundary data,

u(x, y) =

{
1 |x| > .5 and |y| > .5.

0 otherwise.

We solved on [−1, 1]2, with n = 256, 128, ..., for α = 2, 2.5, 3, using the 17 point
scheme with interpolation on the boundary. Each time the spatial resolution was
increased, there was a large error between the previous solution near the disconti-
nuity at the boundary, which was better resolved. The solutions are increasing as
a function of α, by the comparison principle. See Figure 4.



Obstacle problem for convex envelope
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 u - g = 0

-!1[u] < 0
 u - g < 0

-!1[u] = 0

Figure 1. Illustration of the equation

Given a function g(x) in Rn, the convex envelope, u(x), is the supremem of the
convex functions which are majorized by g.

u(x) = sup{φ(x) | φ convex ,φ(y) ≤ g(y) for all y ∈ Rn}

Convexity can be characterized by the local condition that the Hessian of the func-
tion be nonnegative definite,

(1) D2φ(x)# 0 for all x ∈ Rn if and only if φ is convex.

This characterization is valid even when the function is not differentiable, when
suitably interpreted. [the interpretation is in terms of jets, given below, ]

1.1. Presentation of the equation. If we write λ1[φ](x) ≤ · · · ≤ λn[φ](x) for
the sorted eigenvalues of the Hessian, D2φ(x), then (1) can be rewritten as

(2) λ1[φ](x) ≥ 0 for all x ∈ Rn if and only if φ is convex.

When φ is convex, but not strictly convex, at x, equality holds in the last equation.
The equation for the convex envelope u, of the function g, is

(PDE) max {u(x)− g(x),−λ1[u](x)} = 0,

see figure 1. This last equation is an obstacle problem [4]. In one dimension, we
recover the (inverted) obstacle problem. In higher dimensions, the equation is fully
nonlinear.

1.2. Viscosity solutions, and derivation of the equation. Viscosity solutions,
stability, [5].

We want the equation to hold even for non-differentiable functions. This works,
if we interpret the equation in the viscosity sense. We give the definition of viscosity
solutions for this equation. Proof of existence and uniqueness of viscosity solutions
is a standard application of the theory: the equation we write falls into a standard
form of degenerate elliptic equations, [5], combining [example 1.7 obstacle problems,
page 7], with [example 1.8, functions of eigenvalues, page 7].

First we interpret (2) for functions which may not be twice-differenentiable as
follows. It means
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Convex Envelope
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Figure 2. The function g and its convex envelope (inverted).

Numerical solution of the equation. We approximate

λε
1[u

ε](x) ≡ min
|v|=1

uε(x + εv)− 2uε(x) + uε(x− εv)
ε2

,

which is consistent to O(ε2). From this, we obtain an approximation to (Ob),
max {uε(x)− g(x),−λε

1[u](x)} = 0. The approximation is monotone, so uε → u
uniformly [1]. The equation is solved iteratively, using the explicit Euler method,
with a time step dt = ε2/2. See Figure 2. Details will be given in future work.
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Books in Mathematics/Ouvrages de Mathématiques de la SMC, 3, Springer-Verlag, New York,
2000, Theory and examples. MR MR1757448 (2001h:49001)

3. L. A. Caffarelli, The obstacle problem revisited, J. Fourier Anal. Appl. 4 (1998), no. 4-5, 383–
402. MR MR1658612 (2000b:49004)

4. Michael G. Crandall, Hitoshi Ishii, and Pierre-Louis Lions, User’s guide to viscosity solutions
of second order partial differential equations, Bull. Amer. Math. Soc. (N.S.) 27 (1992), no. 1,
1–67. MR 92j:35050

5. Bernard Dacorogna, Direct methods in the calculus of variations, Applied Mathematical Sci-
ences, vol. 78, Springer-Verlag, Berlin, 1989. MR MR990890 (90e:49001)

6. Wendell H. Fleming and H. Mete Soner, Controlled Markov processes and viscosity solutions,
Applications of Mathematics (New York), vol. 25, Springer-Verlag, New York, 1993. MR
MR1199811 (94e:93004)

7. A. Griewank and P. J. Rabier, On the smoothness of convex envelopes, Trans. Amer. Math.
Soc. 322 (1990), no. 2, 691–709. MR MR986024 (91k:49021)

8. Bernd Kirchheim and Jan Kristensen, Differentiability of convex envelopes, C. R. Acad. Sci.
Paris Sér. I Math. 333 (2001), no. 8, 725–728. MR MR1868942 (2002g:49024)

Department of Mathematics, Simon Fraser University
E-mail address: aoberman@sfu.ca

THE CONVEX ENVELOPE IS THE SOLUTION OF A
NONLINEAR OBSTACLE PROBLEM

ADAM M. OBERMAN

We derive a partial differential equation in the form of a nonlinear obstacle
problem for the convex envelope. The solution is interpreted as the value function
of an optimal stochastic control problem and the equation is solved numerically
using a convergent finite difference scheme. To our knowledge, the equation has
not been discovered before, although Griewank and Rabier [7] observed that the
convex envelope “appears [to be] a solution to a variant of the obstacle problem.”

The convex envelope is used to regularize problems where a minimum of a non-
convex function (or functional) is sought, for example in optimization [2, Prop 4.3.5]
or nonlinear elasticity [5].

The equation for the convex envelope, u, of the function g : Rn → R, is

(Ob) max {u(x)− g(x),−λ1[u](x)} = 0.

See Figure 1. Here λ1[u](x) is the smallest eigenvalue of the Hessian D2u(x).
In one dimension, λ1[u] = uxx and we recover the (inverted) classical obstacle

problem. However, in dimensions larger than one, λ1[u] is a degenerate fully nonlin-
ear partial differential equation. The formulation (Ob) allows the powerful tool of
viscosity solutions to be brought to bear on this fundamental mathematical object.

Convex functions. Given a function g(x) in Rn, the convex envelope, u(x), is the
supremem of all the convex functions which are majorized by g,

(1) u(x) = sup{v(x) | v convex, v(y) ≤ g(y) for all y ∈ Rn}.
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Local conditions for monotonicity

• The equation or scheme is degenerate elliptic if a 
local structure condition holds
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2. The lower bound. Use (9) in the definition of the Euler map (7) to obtain

Sk
ρ (u)− Sk

ρ (v) ≥ uk − vk − ρK‖ (uk − vk, uk − vk − (uj − vj))
− ‖∞

≥ −ρK‖u− v‖∞,(ii)

since uk ≥ vk.
3. The upper bound. Add and subtract ρF k(vk, uk − uj) to Sk

ρ (u)− Sk
ρ (v)

(iii)
Sk

ρ (u)− Sk
ρ (v) = uk − vk − ρ

(
F k(uk, uk − uj)− F k(vk, uk − uj)

)

+ ρ
(
F k(vk, vk − vj)− F k(vk, uk − uj)

)
.

Use (8) to estimate the second to last term in (iii)

(iv) −
(
F k (uk, uk − uj)− F k(vk, uk − uj)

)
≤ −δ(uk − vk).

Next use (9) to estimate the last term in (iii).

F k (vk, vk − vj)− F k(vk, uk − uj) ≤ K‖((uj − vj)− (uk − vk))+‖∞,

≤ K (‖u− v‖∞ − (uk − vk)) ,(v)

since uk ≥ vk. Combining (iv) and (v) gives

Sk
ρ (u)− Sk

ρ (v) ≤ (1− ρδ − ρK)(uk − vk) + ρK‖u− v‖∞
≤ (1− ρδ − ρK)‖u− v‖∞ + ρK‖u− v‖∞
≤ (1− ρδ)‖u− v‖∞.(vi)

4. Combining (ii) and (vi) gives (i) as desired. !
Theorem 8. A proper, Lipschitz continuous degenerate elliptic scheme has a unique
solution. The iterates of the Euler map converge to the solution for arbitrary initial
data, provided strict inequality holds in (CFL).

Proof. By Theorem 7, Sρ is a strict contraction on RN , equipped with the maximum
norm. So by Banach’s fixed point theorem, iterates of Sρ converges to a unique
fixed point from arbitrary initial data. Such a fixed point is a solution. !
Remark. Since the error tolerance is on the order of the spatial discretization error,
the number of iterations need not be prohibitive. Experimentally, the number of
iterations is on the order of the diameter of the graph, when the time step is optimal.

2.6. Proofs. We begin by establishing a link between the degenerate ellipticity
condition and the comparison principle.

Lemma 2 (Exercise in [3]). The function F (x, r, p,X) is degenerate elliptic if and
only if whenever x is a nonnegative local maximum of u−v, for u, v ∈ C2, F [u](x) ≥
F [v](x).

Proof. If x is a local maximum, u ≥ v, Dv = Du, and D2u ≤ D2v, at x. Then
F (x, u, Du,D2u) = F (x, u, Dv,D2u) ≥ F (x, v, Dv, D2u) ≥ F (x, v,Dv, D2v). !
Lemma 3. The scheme F is degenerate elliptic if and only if whenever xi is a
nonnegative maximum of u− v, for u, v grid functions, F i[u] ≥ F i[v].

Proof. Let i be an index for which ui − vi = maxj=1,...,N{uj − vj} ≥ 0, so that
ui − uj ≥ vi − vj , j = 1, . . . , N. Then F i[u] = F i (ui, ui − uj) ≥ F i (vi, ui − uj) ≥
F i (vi, vi − vj) = F i[v]. !
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Likewise, the solution mapping is nonexpansive in the maximum norm if

(4) max
x∈Ω

|S(g)(x)− S(h)(x)| ≤ max
x∈∂Ω

|g(x)− h(x)|.

These conditions generalize the maximum principle, with equivalence when con-
stants (or zero) are solutions.

2.3. Degenerate elliptic schemes. We begin with the definition of a finite dif-
ference scheme on an unstructured grid. We regard a scheme as an equation which
holds at each grid point, and thereby study monotonicity and stability properties
of the solution operator.

For the purpose of convergence, we implicitly assume the existence of an in-
terpolation operator, which takes grid functions to functions on the domain. We
also require a sequence of grids indexed by a small parameter. Typically the small
parameter is dx, the maximum distance between neighboring grid points, but we
might want to allow for dθ, the directional resolution [30, 31]. The interpolation
operator and the sequence of approximations puts us in the framework of the con-
vergence theory in [5].

Define an unstructured grid on the domain Ω as a directed graph consisting of
a set of points, xi ∈ Ω, i = 1, . . . N , each endowed with a list of neighbors, N(i). A
grid function is a real-valued function defined on the grid, with values ui = u(xi).
The scheme is represented at each grid point by an equation of the form

(5) F i[u] ≡ F i

(
ui,

ui − uj

|xi − xj |

∣∣∣∣
j=N(i)

)
, i = 1, . . . N.

A finite difference scheme is local: it depends only on the value at the reference
points, and the first order approximations to the derivatives in the direction of the
neighbors. Higher order approximations are obtained by taking linear combinations
of the first order derivatives.

From now on, we suppress the explicit dependence on |xi − xj | and write

F i[u] ≡ F i
(
ui, ui − uj |j=N(i)

)
≡ F i(ui, ui − uj),

where uj is shorthand for the list of neighbors uj |j=N(i).
A boundary point is a grid point with no neighbors. Dirichlet boundary condi-

tions are imposed at boundary points by setting F i[u] = ui − g(xi). A solution is
a grid function which satisfies F [u] = 0. If for arbitrary boundary data g, there
exists a unique solution u, we write u = S(g) for the solution operator. We regard
the solution operator as a mapping from the Dirichlet data on the boundary points
to grid functions.

We now define degenerate elliptic schemes.

Definition 2. The scheme F is degenerate elliptic if each component F i is nonde-
creasing in each variable.

Remark. We emphasize that the scheme is a nondecreasing function of ui and the
differences ui − uj .

2.4. The nonlinear CFL condition. Write ‖x‖∞ for the maximum norm, maxi |xi|.
While schemes may be nonlinear and nondifferentiable, we assume that they

are globally Lipschitz continuous, with constant K. The resulting restriction on
the time step is simply that dt ≤ K−1. We can also allow for schemes which
are only locally Lipschitz continuous, by allowing for the time step to depend on
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Explicit solution method
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the data, dt = K(u)−1. Higher order time-stepping methods which still maintain
monotonicity and non-expansivity may also be used [18].

Definition 3 (Lipschitz continuity). The finite difference scheme, F , is Lipschitz
continuous if there is a constant K such that for all i = 1, . . . , N , x, y ∈ R|N(i)|+1,

(6) |F i(x)− F i(y)| ≤ K‖x− y‖∞.

Definition 4 (The explicit Euler map). For ρ > 0, define Sρ : RN → RN by

(7) Sρ(u) = u− ρF [u].

This map is the explicit Euler discretization, with time step ρ, of the ordinary
differential equation du/dt + F [u] = 0.

Definition 5 (Nonlinear CFL condition). Let F be a Lipschitz continuous, degener-
ate elliptic scheme, with Lipschitz constant K. The nonlinear Courant-Friedrichs-
Lewy condition for the Euler map Sρ is

(CFL) ρ ≤ 1
K

.

2.5. Existence, uniqueness and comparison for schemes. Given u, v ∈ RN ,
define u ∨ v = max(u, v), u+ = max(u, 0), u− = min(u, 0), componentwise and
define u ≤ v to mean ui ≤ vi for i = 1, . . . , N

Definition 6 (Proper schemes). The finite difference scheme is proper if there exists
δ > 0 such that for i = 1, . . . , N and for all x ∈ R|N(i)| and x0, y0 ∈ R,

(8) x0 ≤ y0 implies that F i(x0, x)− F i(y0, x) ≤ δ(x0 − y0).

Remark. If a scheme is not proper, we can consider instead F [u] + εu. By taking
ε to be small enough (for example, smaller than the discretization error), we can
assume the scheme is proper without any loss of generality.

Remark. This property is introduced to simplify the existence proof. It can be
relaxed for the proof of comparison. An alternative approach would be to generalize
the “marching to the boundary” argument of [29].

Theorem 5 (Comparison of sub and supersolutions). Let F be a proper, degenerate
elliptic finite difference scheme. If F [u] ≤ F [v], then u ≤ v. In particular, solutions
are unique.

Proof. Suppose u '≤ v and let i be an index for which

(i) ui − vi = max
j=1,...,N

{uj − vj} > 0,

so that

(ii) ui − uj ≥ vi − vj , j = 1, . . . , N.

(See Figure 2.) Then we obtain a contradiction as follows.

F [u]i = F i(ui, ui − uj) ≥ F i(ui, vi − vj), by (ii) and Defn 2

> F i(vi, vi − vj) = F [v]i, by (i) and (8).

Uniqueness follows, since if u, v are solutions, then F [u] = F [v] = 0, so u ≥ v and
u ≤ v, and thus u = v. !
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Figure 2. Discrete local maximum of ui − vi at i = 0.

The next result combines the Lipschitz continuity property with the degenerate
elliptic property of the scheme to give an ordered Lipschitz continuity property.

Lemma 1 (Ordered Lipschitz continuity property). Let F be a Lipschitz continuous,
degenerate elliptic scheme, with Lipschitz constant K. Then for all i = 1, . . . , N
and x, y ∈ R|N(i)|+1,

(9) −K‖(x− y)−‖∞ ≤ F i(x)− F i(y) ≤ K‖(x− y)+‖∞.

Proof. Given x, y, use Definition 2 and (6) to compute

F (x)− F (y) ≤ F (x ∨ y)− F (y) ≤ K‖x ∨ y − y‖∞ = K‖(x− y)+‖∞.

The other inequality is similar. !

Theorem 6 (The Euler map is monotone). Let F be a Lipschitz continuous, de-
generate elliptic scheme. Then the Euler map (7) is monotone provided (CFL)
holds.

Proof. Suppose u ≤ v. Compute for an arbitrary index i

Si
ρ(u)− Si

ρ(v) = ui − vi + ρ
(
F i(vi, vi − vj)− F i(ui, ui − uj)

)

≤ ui − vi + ρK‖(vi − ui, vi − ui + uj − vj)+‖∞, by (9)
≤ (1− ρK)(ui − vi), since u ≤ v

≤ 0, by (CFL). !

Theorem 7 (The Euler map is a contraction). Let F be a Lipschitz continuous,
degenerate elliptic scheme. Then the Euler map (7) is a contraction in RN equipped
with the maximum norm, provided (CFL) holds. If, in addition, F is proper, and
strict inequality holds in (CFL), then the Euler map is a strict contraction.

Proof. We will show that

(i) ‖Sρ(u)− Sρ(v)‖∞ ≤ r‖u− v‖∞
for r = max(1− ρδ, ρK). We assume without loss of generality that ρδ, ρK < 1/2.

We proceed to find upper and lower bounds on Sk
ρ (u) − Sk

ρ (v) for an arbitrary
index k. The lower bound will follow easily, while the upper bound will rely on
careful application of the ordered Lipschitz continuity property.

1. Assume uk ≥ vk. The alternative will follow by a similar argument.
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n ‖u− un
9‖∞ ‖u− un

17‖∞ ‖u− un
9‖2 ‖u− un

17‖2
21 1.8× 10−3 1.5× 10−3 5.2× 10−5 4.1× 10−5

41 1.3× 10−3 5.5× 10−4 1.6× 10−5 7.2× 10−6

81 7.9× 10−4 2.4× 10−4 3.9× 10−6 1.3× 10−6

128 5.0× 10−4 1.4× 10−4 1.3× 10−6 4.0× 10−7

Table 2. Errors for the exact solution of Monge-Ampère , u(x) =
exp(|x|2/2), f(x) = (1 + |x|2) exp(|x|2), using the 9 and 17 point
schemes.

For GMA(λh,dθ
− ,λh,dθ

+ ) = max(λh,dθ
− , 0)max(λh,dθ

+ , 0) apply the chain rule to get

K(GMA) = max(λh,dθ
+ , 0)K(λh,dθ

− ) + max(λh,dθ
− , 0)K(λh,dθ

+ )

= (max(λh,dθ
+ , 0) + max(λh,dθ

− , 0))
2
h2

.

Thus

(5.4) dt(GMA) =
h2

2
(max(λh,dθ

+ , 0) + max(λh,dθ
− , 0))−1.

The resulting allowable time step in this case can be significantly less restrictive
than the one given by the the dimensional scaling O(h4).

6. Computations

In the section we perform several convergence tests for the Monge-Ampère equa-
tion and the Pucci equations, using examples as a basis of comparison from the
works of Dean and Glowinski. In addition, we perform computations to test the
accuracy dependence on the dθ parameter.

6.1. Numerical solutions of Monge-Ampère. We begin with an exact solution
to the Monge-Ampère equation. For radial functions, the equations takes the form

u′u′′

ρ
, ρ = |x− x0|.

An solution is given by

u(x) = exp(|x|2/2), f(x) = (1 + |x|2) exp(|x|2).
Numerical solutions were computed for this example, see Table 2.

A second example involved solved the Monge-Ampère equation GMA[u] = 1 with
constant boundary data 1 on the unit square. Since the function is constant on
the boundary, which means one of uxx or uyy is zero on the boundary, classical
solutions don’t exist in this case. In particular, along the boundary, one of the
eigenvalues is zero, so the larger eigenvalue must approach infinity as the boundary
is approached. However the method used converges independently of the regularity
of the solution.

Solutions were computed solutions using the 9 point and 17 point stencil. The
difference in accuracy between the smaller and the wider stencil was not significant.
See Table 3. Since the exact solution is unknown, we compared the minimum value
of the solution, as well as the difference between solutions in the maximum norm.
The solution is plotted in Figure 2. The figure was coarsened for the plot, since too
many lines appear using the full grid. The contour plot shows that the level sets go

e.g
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2. Analysis of semi-discrete schemes

Before introducing the fully discrete scheme, which depends on two parameters,
in this section we introduce semi-discrete schemes, and analyze their properties.

2.1. A semi-discrete monotone scheme. To illustrate ideas, we begin with
a semi-discrete scheme. Using the classical Rayleigh-Ritz characterization of the
eigenvalues, write

(4) λ1[u](x) = min
|v|=1

vT D2u v.

Substitute the standard centered difference approximation to the second derivative
in the direction of v, to arrive at the semi-discrete scheme

λh
1 [u](x) ≡ min

|v|=1

u(x + hv)− 2u(x) + u(x− hv)
h2

.

Inserting the last equation into (PDE) and solving for u(x) gives

(5) u(x) = min
|v|=1

(
g(x),

u(x + hv) + u(x− hv)
2

)

2.2. Properties of the semi-discrete scheme. While the scheme above is only
semi-discrete, we set aside that consideration aside for now and study its properties.
Many of these properties will also hold for the fully discrete schemes which follow.

This scheme is second order accurate, by which we mean,

λ1[φ](x)− λh
1 [φ](x) = O(h2), for every twice differentiable function φ(x).

The scheme is defined locally, but by extending this definition to all points in the
domain (with possible adjustments near the boundary) we can arrive at a scheme
for the equation in a domain. While we make local arguments, the properties below
apply globally. More precisely, the properties below apply to the solution operator
of the scheme.

The scheme is monotone: increasing the value at any of the neighboring values
u(x + hv) cannot decrease the value at u(x).

The scheme is degenerate: changing the value at some of the neighbors might
have no effect on the value at u(x).

The scheme is stable, in fact it is non-expansive in the uniform norm. Consider
a perturbation δ(x), write ũ(x+hv) = u(x+hv)+ δ(x+hv), and call the resulting
value ũ(x). It follows that

|ũ(x)− u(x)| ≤ max
|y−x|=h

|ũ(y)− u(y)| = max
|y−x|=h

|δ(y)| .

The scheme is nonlinear, but the nonlinearity is polyhedral: it consists of a mini-
mum of affine terms.

2.3. Approximate convexity. Convexity is a rigid notion. The characterization
of convexity via a partial differential equation allows for a notion of approximate
convexity. This is done by relaxing the notion of directional convexity: instead of
testing an inequality in all directions, test only a finite number of directions. A
measure of the directional resolution of a collection of direction vectors is defined
below (12). Using this measure, which we denote by dθ, we can quantify the degree
of non-convexity allowed by the scheme with directional resolution dθ.
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Proposition 1. Let u(x) be a twice-continuously differentiable function defined on
Rn. Let {vi}k

i=1 be a set of direction vectors, with directional resolution dθ. Assume
dθ ≤ π/4. If

(6)
d2u

dv2
i

≥ 0, i = 1, . . . , k,

then

(7)
λ1

λn
≥ − tan2(dθ).

where λ1 ≤ · · · ≤ λn are the eigenvalues of the Hessian of u. If instead

(8)
d2u

dv2
i

≥ sin2(dθ)λn, i = 1, . . . , k.

Then u is convex.

Proof. Suppose the minimum of λ1[u](x) occurs at x. Let w1 be the eigenvector
corresponding to λ1. Let θ be the angle between w1 and the nearest grid direction,
vi. By (12), θ ≤ dθ. Decompose vi = cos θw1 + sin θw, where w is a unit vector
orthogonal to w1. Then compute

d2u

dv2
i

= (cos θw1 + sin θw)T D2u (cos θw1 + sin θw)

= cos2 θwT
1 D2u w1 + sin2 θwT D2u w + 2 sin θ cos θwT

1 D2u w

= cos2 θλ1 + sin2 θwT D2u w ≤ cos2 θλ1 + sin2 θλn.

In the computation above, we have used the fact that w1 is an eigenvalue and w
is orthogonal to w1 to eliminate the cross term, and we have used the estimate
wT D2u w ≤ λn.

Apply the previous calculation to (6), to obtain

λ1

λn
≥ − tan2(dθ),

since θ ≤ dθ. Likewise, apply the previous calculation to (8), to obtain

sin2(dθ)λn ≤
d2u

dv2
i

= cos2 θλ1 + sin2 θwT D2u w ≤ cos2 θλ1 + sin2 θλn

which yields λ1 ≥ 0. !

2.4. The strictly convex envelope. Motivated by the results of the previous
section, we discuss solutions of

(9) max {u(x)− g(x),−λ1[u](x) + ε} = 0.

for ε > 0 and small. Solutions of (9) are called the strictly convex envelope of g(x).
In the definition of the convex envelope, (CE), it is sufficient to restrict the class

of test functions v(x) to affine functions. (This assertion follows from the supporting
hyperplane characterization of convexity). The solution of (9) can be described as

(CE) u(x) = sup{v(x) | v ∈ P ε, v(y) ≤ g(y) for all y ∈ Rn}.

where P ε is the set of quadratic functions q(x), with λ1[q] ≥ ε.
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Figure 3. The function g(x) and its numerically computed convex
envelope (inverted in some plots).

Monotone Scheme: 
robust to noise, discontinuities.



Monotone Scheme: 
invariant on convex polyhedra
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3.6. A hybrid scheme. The next scheme is a hybrid scheme. It achieves the
higher accuracy of the finite difference scheme in smooth regions of the solution,
while maintaining the robustness of the monotone scheme in non-smooth regions.

This is accomplished using a thresholding function which selects a convex com-
bination of the two schemes based on a regularity measure, as determined by the
test ‖D2u‖ < O(1/h). The hybrid scheme is described by the following algorithm.

(1) Compute numerically ‖D2u‖ =
√

u2
xx + 2u2

xy + u2
yy.

(2) Pass the result, multiplied by the spatial resolution, h, to a threshold func-
tion, s(t), to obtain T (x) = s(h‖D2u(x)‖). The threshold function should
be increasing with values in [0, 1]. The following function was used.

s(t) =






0 t ≤ t1
log(t/t1)/ log(t2/t1) t1 ≤ t ≤ t2
1 t2 ≤ t

with t1 = .1, t2 = .5.
(3) Propagate the threshold values to adjacent neighbors, so that

T̃ (x) = max
|x−y|≤h

T (y)

This means that T̃ (x) is a slightly non-local function of x.
(4) Update the values using a convex combination of the monotone scheme and

the finite difference scheme, with weight T̃ (x)

(17) uH(x) = T̃ (x)uM (x) + (1− T̃ (x))uQ(x).

4. Viscosity Solutions

The advantage of using viscosity solutions [9] is that the theory applies to whole
classes of equations; the machinery for proving existence, uniqueness and stability
results is the same for each equation. In particular the convergence theory of
numerical schemes, [2], applies to a broad class of equations.

4.1. Definition of Viscosity Solutions. For the reader’s convenience we recall
needed definitions and the main result from [22].

Definition 3. The upper semicontinuous function u is a viscosity solution of
−λ1[u] ≤ 0 if for every twice-differentiable function φ(x),

(18) −λ1[φ](x) ≤ 0, whenever x is a local maximum of u− φ.

Next we define viscosity solutions of (PDE) in terms of sub and supersolutions:
a function is a viscosity solution of (PDE) if it is both a subsolution and a super-
solution.

Definition 4. The upper semicontinuous function u is a viscosity subsolution
of (PDE) if for every twice-differentiable function φ(x),

φ(x)−g(x) ≤ 0 and −λ1[φ(x)] ≤ 0, whenever x is a local maximum of u− φ.

The lower semicontinuous function u is a viscosity supersolution of (PDE) if for
every twice-differentiable function φ(x),

φ(x)−g(x) ≥ 0 or −λ1[φ(x)] ≥ 0, whenever x is a local minimum of u− φ.

A Hybrid Scheme

Robust to Singularities, and Higher Accuracy.
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Figure 4. (a) (i) g(x) quadratic, with θ lined up on the grid. (ii)
the solution uM . (b) (iii) g(x) quadratic, with θ not lined up on
the grid. (iv) the solution uM . (v) The difference uM − uS , (vi)
uS .

the minimum of directional second derivatives. This scheme leaves convex affine
functions invariant, it is also robust to very non-smooth functions.

This scheme used a wide stencil: for smaller stencil solutions could be mildly
non-convex. The degree of convexity was quantified using the dθ parameter, which
measured the directional resolution of the scheme. The solution converges to the
convex envelope as dθ → 0.
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Solution of Monge-Ampere

boundary conditions, constant, f = 1
solution is singular
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n ‖u− un
9‖∞ ‖u− un

17‖∞ ‖u− un
9‖2 ‖u− un

17‖2
21 1.8× 10−3 1.5× 10−3 5.2× 10−5 4.1× 10−5

41 1.3× 10−3 5.5× 10−4 1.6× 10−5 7.2× 10−6

81 7.9× 10−4 2.4× 10−4 3.9× 10−6 1.3× 10−6

128 5.0× 10−4 1.4× 10−4 1.3× 10−6 4.0× 10−7

Table 2. Errors for the exact solution of Monge-Ampère , u(x) =
exp(|x|2/2), f(x) = (1 + |x|2) exp(|x|2), using the 9 and 17 point
schemes.

For GMA(λh,dθ
− ,λh,dθ
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− , 0)max(λh,dθ
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+ , 0)K(λh,dθ
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+ )
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+ , 0) + max(λh,dθ

− , 0))
2
h2

.
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An solution is given by

u(x) = exp(|x|2/2), f(x) = (1 + |x|2) exp(|x|2).
Numerical solutions were computed for this example, see Table 2.

A second example involved solved the Monge-Ampère equation GMA[u] = 1 with
constant boundary data 1 on the unit square. Since the function is constant on
the boundary, which means one of uxx or uyy is zero on the boundary, classical
solutions don’t exist in this case. In particular, along the boundary, one of the
eigenvalues is zero, so the larger eigenvalue must approach infinity as the boundary
is approached. However the method used converges independently of the regularity
of the solution.

Solutions were computed solutions using the 9 point and 17 point stencil. The
difference in accuracy between the smaller and the wider stencil was not significant.
See Table 3. Since the exact solution is unknown, we compared the minimum value
of the solution, as well as the difference between solutions in the maximum norm.
The solution is plotted in Figure 2. The figure was coarsened for the plot, since too
many lines appear using the full grid. The contour plot shows that the level sets go


