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“Definition”

Aggregation of agents
of similar size and body type

 generally moving in a coordinated way

Highly developed social organization:

Insects -  Ants, Bees, Locusts, Termites 

Animals -  Fish, Birds, Wildebeast, Geese

Microorganisms - Bacteria, 

Artificial Robots



Why?

flocks

army ants

bacteria

herds

barracuda

jack, tuna



Fish:

Defense against predators - size deception
Hydrodynamic efficiency

Mating

Uniform schools
odd fish out will increase predator attack

Foraging - leaders may develop?

Imprinting - Fish joins school based upon 
rearing similarities?



Ants, Termites and Bees:

Ant Colony: 

Reproductive castes: 
Queen,  Males

Worker castes:
Sterile females

New colony: 

Break-away

Swarming
Young males and queens

Genetic mixing

Environmental cues

Termite mating season

Resting bee swarm



Ants:

Dynamic phenomerone trails
Reinforced by successive passages

Dissipated after food source depleted
May attract predators

Modulations to signal
 death, food sources, enemies 

Can detect polarized light

Interactive learning
To lead naïve ant from nest to food

Beneficial to group

“tandem running”

Leader ant waits for follower 
Follower taps

Leader steps ahead
Acceleration/Deceleration 

M. Moglich, Science 1974
N. Franks, T. Richardson, Nature 2006

Couzin, Nature 2006



Ants died of exhaustion

Behavioral ecology Protect juvenile members  Compete for resources
Evolutionary biology Deceive predators Easier targets

Mating easier Disease spread
Energetic benefits for motion Cannibalism

Parrish, Edelstein-Keshet Science 1999

Just by chance – Aberrant behaviors?

Approaches:



But also:

Unmanned Vehicle
Operations

Exploration :

Space, Underwater

Dangerous missions:

Land-mine removal,
 Earthquake recovery

Military missions

Individuals: limited capabilities

Teams: new, better properties
without leaders 

…to artificial systems?

From Nature …

?



    Interactions:

 Mediated by background: Gradients of chemical or physical fields

            food, light concentrations

     temperature

electromagnetic fields

Nucleation agents:  External agents as triggers

 tuna fish under floating objects

Direct information exchange between particles:

fish, birds

Bacteria, plankton



Interactions: design challenges

“Imagine a
swarm of
robots that
you could
infiltrate a
city with.
You might
be able to
find Osama.”

“The whole
magic is at
the swarm
level.”

“Am I
intelligent? I
don’t know.
Is this
Tupperware
box
intelligent?
Well, it
might be.”

“I like things
that are
absolutely
insane.”Interview conducted on
December 16, 2004, and
edited by Peter Tyson,
editor in chief of NOVA
online

hop robot and then move toward a three-hop robot and a two-hop robot, etc. etc. Eventually you will get close to the robots that are right next to the chargers. Then you can
see the chargers and go right in.
They say things like, "I'm robot number five of seven. I'm recruiting you to be robot six of seven. And it's your job to recruit robot seven of seven." If you're doing, for
example, follow the leader, you can share information as to who needs to recruit whom.

Swarming
NOVA scienceNOW: You've written that local interactions among individual robots produce global behavior, "sometimes unexpectedly so." Can you give an example of
unexpected behaviors that arose?
McLurkin: There are two things here. There's unexpected in that, "Look, there's emergent intelligence." Something amazing has happened that I didn't even know has
happened. The robots are doing amazing things. There's also unexpected in that, "Look, that is not what I expected to happen. There must be an error in my software." I'm
describing two reactions to the same phenomenon. I don't attribute emergent behaviors to amazing insights and interactions among the robots. I attribute them to me as the
engineer not understanding the system.
One example of an emergent behavior that I was not anticipating: I was trying to get the robots to spread evenly throughout their environment, trying to have them move
themselves so that there were robots everywhere in the whole room, leaving no empty spaces. And I made an error in the program; I flipped some signs in the equations.
And when I ran the software, the robots formed into little clumps. Essentially they made polka dots on the floor, which was very entertaining after the fact. At the time it
wasn't so entertaining, because they weren't supposed to do that. But it was really very cute retrospectively. I wish I had taken pictures of it.
NOVA scienceNOW: Do you feel a closer affinity to the swarm as a whole than you do to, say, an individual robot?
McLurkin: On an emotional level, individual robots are more appealing because you can look at one—maybe it's robot #73—and watch that robot run around and wonder,
"Hunh? What is that robot doing?" You can identify it and personify it and get into it. But the whole magic is at the swarm level. It does take some practice. You've got to
learn how to twist your neck in the right direction to get a feel for what the whole swarm is doing and what you told the whole swarm to do. There definitely is Zen in there.
There's a level of using the Force. There's a—what's the word?—gestalt. There's a something!
NOVA scienceNOW: A synergy?
McLurkin: Synergy, yes. But that doesn't describe what you the user needs to employ to understand what is happening. You need to be very laid back and develop a very
good qualitative feel for what the swarm is going to do.
NOVA scienceNOW: You mean intuition.
McLurkin: Thank you! Intuition. And that has taken a long time. It's very important to trust that and be able to have access to that, because intuition often operates on a
subconscious level, and it affects your design decisions. It affects what problems you are trying to solve. It affects how you structure your software. It affects how you
structure your problems.
My hope is that somewhere in the intuition are some of the answers to the problems I'm trying to solve. If I'm able to consistently make the robot do something that is
correct, then at some level I must understand something about how this swarm works. The trick is for me to be able to get at that knowledge and articulate it. Once I can say
it and write it, then I can study it very carefully and ascertain whether or not it is actually correct. Then publish about it and become famous, write lots of papers, become a
professor, etc. etc.
NOVA scienceNOW: Right. So what happens if one or more of the robots in your swarm fails?
McLurkin: The whole advantage of the swarm is that failures of individual robots do not largely affect the output of the group. The magic word for that is what's known as a
distributed system. The system is distributed amongst many individuals. So if you take the system apart piece by piece, it will still function. The opposite of that is a
centralized system, where if you eliminate the centralized controller the whole thing falls apart.
NOVA scienceNOW: You use things called distributed algorithms to program your robots.
McLurkin: Exactly. A distributed algorithm is a piece of software that runs on mini computers. An example of this is the sharing software, as opposed to Napster. Napster is
actually an example of a centralized system, which is why the lawyers were able to shut it down, because they had someone to sue. With something like Kazaa, it is spread
out all over the Internet. You can't sue it. There is nothing to sue. Ants and bees, as you might imagine, are very distributed systems, where each individual system is
running its own software, has its own sensors, makes its own decisions.
NOVA scienceNOW: Your robots also rely on what you call Robot Ecology. What's that?
McLurkin: In the iRobot Swarm [iRobot is a Burlington, Mass.-based robot manufacturer for which McLurkin works], there was a lot of very serious engineering that we had
to overcome in order to get to the point where we could just sit down and write software, which is where we are now. And the engineering that we had to deal with was
designing robots that you never had to touch. Any time you have to touch one robot, even something simple like turning it on, you will most likely have to do the same thing
with all 100 of them.
So we developed this mantra—"robots in the glass box." You can see them but you are not allowed to touch them. We had to design all this support. We call it a swarm
extrastructure, as opposed to infrastructure. It's a play on words. So we could go about our work, and the robots could take care of themselves, things like charging, which
you alluded to; remote power on; remote power off; remote programming; some remote debugging; ability to get data off the whole swarm. There is a lot of software and a
lot of hardware that let the robots do their thing, and we can just sit back and collect our data. Mostly.

Around the bend
NOVA scienceNOW: So what's our collective future with robots? Will they soon be ubiquitous in our lives, even swarm robots?
McLurkin: Well, many of the tasks that robots are good for and multiple robots can do even better—especially things that involve searching or coordination or security or
mapping—are dangerous, dirty, and dull, things that people don't want to do or find too boring to do. But the best application for robotics has yet to make itself clear.
There are two reasons why this is the case. The technology is very, very new. The field is at best 60 years old. It's not clear exactly what robots are really going to be good at
and what applications are really ideal for them to do. (Except for going to Mars: it's a lot of fun but very dangerous, very expensive, very hard to get people there, so robots
are great for Mars.)
The other problem with this thing is that we don't understand the nature of intelligence at all. Intelligence in general is very, very complicated. We don't even know what we
don't know. We can't even ask the questions to begin to do the research to understand intelligence. We can't even define intelligence. Am I intelligent? I don't know. I might
be. I might not be. Are ants intelligent? I don't know. Is this Tupperware box intelligent? Well, it might be.
The problem of trying to get robots to act intelligently and do intelligent things.... It is difficult to articulate to people who aren't in the field how stupid robots are and how
stupid computers are and how little they can do without very precise human control. "Little," actually, is an overstatement. How they can do nothing without precise human
control.
NOVA scienceNOW: I remember Steve Squyres, the head of the current Mars mission, saying that his rovers are way dumber than your average laptop.
McLurkin: Oh, yes. And your average laptop is way dumber than your average bacteria. Yet robots can still be useful. My vacuum cleaner is a robot. It bounces around my
apartment and does a nice job cleaning. It has limitations. It will get stuck. I have to go find it when I come home some days. But as long as I can accept its limitations, it
will do what I have asked it to do.
Our cars are robots, essentially. People don't think of them like that, but most cars have five or six computers in them, all networked, all talking. If you buy an expensive car,
you might get into the double digits of computers. Airplanes are very, very robotic. Autopilot is a classic example, where the robot is flying the plane. Robotics are starting to
come into daily life disguised as cell phones and MP3 players and TiVos and things that people don't associate with robotics.
Computers are taking over in that kind of way. There is an explosion right now in what are called embedded systems, where computers are built into common things and are
literally everywhere. Everything we get has a computer in it. If it has power connected to it, you can be pretty sure that there is a computer in there—like microwaves,
dishwashers, light switches, clocks, etc. Very, very exciting research is happening right now to figure out what can happen if all these simple computers can start to talk to
each other.
NOVA scienceNOW: Like in Terminator, where the world's computers become hyperaware?
McLurkin: I've got a series of slides that address this exact issue. The problem is that Hollywood has done robots a disservice in a bunch of different ways. It makes very
complicated tasks seem easy—people can build robots that do all these amazing things. In reality, we are decades, maybe even centuries away from things like that.
And there are only three main plots. First, there's the Frankenstein plot, which is society's view on robots. There's the Tin Man plot, which is a robot trying to attain humanity.
And then there is the Terminator plot, which is robots taking over the world. The way I address this in the talk is, the best way to avoid giant killer robots is to not vote for
people who want to build giant killer robots.
Robots, by their nature, are a technology. They are neither good nor bad. Splitting of atoms is a technology. Cars are a technology. More people die in cars than—pick
whatever statistic you want. Yet no one argues that cars are taking over the planet. So that is not something that I really worry about. It's probably thousands of years away
anyway. We have more things to worry about now with normal, conventional weapons, with people who want to kill each other.

Life as a robot guy
NOVA scienceNOW: Can you ever see yourself not working with robots? Will that time ever come in your career, or are you always going to work with them?
McLurkin: I love building things. I have always loved building things. I love making things work. I love being able to write software and then watch that software make
robots move and make the lights blink and the speakers go and things like that. Robotics is the highest form of that art, the art of electromechanical software systems. So I'll
probably be here for awhile.
NOVA scienceNOW: Is the kind of work you do something you share with others, or do you work autonomously?
McLurkin: Both. You can never get to the next level on your own. You have to have comrades. You have to have counterpoint. You need people to inspire you. You need
people to tell you, "You are being a moron." You need oversight. You need advisors and people who are more senior than you to say, "Yeah, people tried that in the '50s in
Russia and it's not going to work. Try this."
NOVA scienceNOW: Have you had a mentor, someone to really get you fired up?
McLurkin: I can't say that I've ever really had a mentor per se. I have a lot of people senior to me who have taken a lot of time to get me moving in correct directions and
tell me when I'm going in the wrong direction. I've got a lot of colleagues, people who are my age and my stature, whom I can bounce ideas off of and whom I can work
with. That's maybe a third of it.
Then there's a large portion of it where I need to be chained to my desk, slaving over an algorithm with paper and pencil or wired into the robots, typing in software and
watching the robots run. A lot of that really cannot be spread over multiple people. It's just you and your computer and your software until the wee hours of the morning. My
ants are very active at this time of night too, so they can keep me company.
NOVA scienceNOW: For all the aspiring robot engineers out there, what kind of mind do you need for this kind of work?
McLurkin: The most important thing for any kind of work is to enjoy it, to have passion. To be a hands-on engineer, you need to have a mind that really likes building, that
likes creating, that likes solving problems, that likes to take things apart, understand them, and get them back together and have them still work.
NOVA scienceNOW: Have you learned anything from the high school students you teach?
McLurkin: Lots and lots. They never fail to surprise me in terms of what they bring to the classroom and how they approach things and what they understand and what they
don't understand. I'll spend three hours working on something that is 15 minutes of lecture that I think will cause a lot of difficulty, and I'll spend perhaps five minutes on
things that I think are easy. When I go to teach, I discover the exact opposite, that the thing that I've prepared lots of examples for and thought through very carefully, they
all get that. The thing that I didn't think needed to be explained because it was so easy, that's where the questions come.
The real joy, though, is—well, there are two of them. When I see that they get it and can take it and run with it, that's really a lot of fun. And it is also really nice being
surprised when they come up with questions or solutions or examples that you never thought of, because they're coming from a different world than you are.

Not just function anymore
NOVA scienceNOW: Last question: what's the most exciting thing you've heard about lately in your field or not in your field?
McLurkin: SpaceShipOne. SpaceShipOne is really cool. The fact that it's just a stick-and-rudder plane; it's not computer controlled. The guy's actually flying that thing all the way up and all the way down. And the problem that they set out to solve is mi
nd-bogglingly hard. I mean, you have to get this thing in space, land it, tear it down, prep it, and get it back up. And it worked.
Burt Rutan [SpaceShipOne's designer] is obviously brilliant. He's been called brilliant by people far more brilliant than I am, so clearly he must be brilliant. The other thing about SpaceShipOne is that it looks like it ought to. It looks like a space sh
ip. It looks crazy and wild.
NOVA scienceNOW: All Rutan's creations are. There is such a wild look to them.
McLurkin: That's where he goes. He's got the combination of formidable engineering talent and a design aesthetic. And design is something that I've been spending a lot more time thinking about in the past two or three years, getting in touch with my right
 brain, my little, impoverished right brain.
I just gave a talk at Honda. I talked about engineering creativity. There is a double entendre there: creativity for engineering, and how do you actually make creativity, the act of engineering creativity out of the things around you. And one of the thing
s that you have to do is really study fine design.
You could have made SpaceShipOne look like a breadbox or something equally ugly and still have it perform. But he chose not to. He chose to make it elegant and beautiful and futuristic and crazy, which describes what the product is. The product is absolut
ely insane. I like things that are absolutely insane.
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hop robot and then move toward a three-hop robot and a two-hop robot, etc. etc. Eventually you will get close to the robots that are right next to the chargers. Then you can
see the chargers and go right in.
They say things like, "I'm robot number five of seven. I'm recruiting you to be robot six of seven. And it's your job to recruit robot seven of seven." If you're doing, for
example, follow the leader, you can share information as to who needs to recruit whom.

Swarming
NOVA scienceNOW: You've written that local interactions among individual robots produce global behavior, "sometimes unexpectedly so." Can you give an example of
unexpected behaviors that arose?
McLurkin: There are two things here. There's unexpected in that, "Look, there's emergent intelligence." Something amazing has happened that I didn't even know has
happened. The robots are doing amazing things. There's also unexpected in that, "Look, that is not what I expected to happen. There must be an error in my software." I'm
describing two reactions to the same phenomenon. I don't attribute emergent behaviors to amazing insights and interactions among the robots. I attribute them to me as the
engineer not understanding the system.
One example of an emergent behavior that I was not anticipating: I was trying to get the robots to spread evenly throughout their environment, trying to have them move
themselves so that there were robots everywhere in the whole room, leaving no empty spaces. And I made an error in the program; I flipped some signs in the equations.
And when I ran the software, the robots formed into little clumps. Essentially they made polka dots on the floor, which was very entertaining after the fact. At the time it
wasn't so entertaining, because they weren't supposed to do that. But it was really very cute retrospectively. I wish I had taken pictures of it.
NOVA scienceNOW: Do you feel a closer affinity to the swarm as a whole than you do to, say, an individual robot?
McLurkin: On an emotional level, individual robots are more appealing because you can look at one—maybe it's robot #73—and watch that robot run around and wonder,
"Hunh? What is that robot doing?" You can identify it and personify it and get into it. But the whole magic is at the swarm level. It does take some practice. You've got to
learn how to twist your neck in the right direction to get a feel for what the whole swarm is doing and what you told the whole swarm to do. There definitely is Zen in there.
There's a level of using the Force. There's a—what's the word?—gestalt. There's a something!
NOVA scienceNOW: A synergy?
McLurkin: Synergy, yes. But that doesn't describe what you the user needs to employ to understand what is happening. You need to be very laid back and develop a very
good qualitative feel for what the swarm is going to do.
NOVA scienceNOW: You mean intuition.
McLurkin: Thank you! Intuition. And that has taken a long time. It's very important to trust that and be able to have access to that, because intuition often operates on a
subconscious level, and it affects your design decisions. It affects what problems you are trying to solve. It affects how you structure your software. It affects how you
structure your problems.
My hope is that somewhere in the intuition are some of the answers to the problems I'm trying to solve. If I'm able to consistently make the robot do something that is
correct, then at some level I must understand something about how this swarm works. The trick is for me to be able to get at that knowledge and articulate it. Once I can say
it and write it, then I can study it very carefully and ascertain whether or not it is actually correct. Then publish about it and become famous, write lots of papers, become a
professor, etc. etc.
NOVA scienceNOW: Right. So what happens if one or more of the robots in your swarm fails?
McLurkin: The whole advantage of the swarm is that failures of individual robots do not largely affect the output of the group. The magic word for that is what's known as a
distributed system. The system is distributed amongst many individuals. So if you take the system apart piece by piece, it will still function. The opposite of that is a
centralized system, where if you eliminate the centralized controller the whole thing falls apart.
NOVA scienceNOW: You use things called distributed algorithms to program your robots.
McLurkin: Exactly. A distributed algorithm is a piece of software that runs on mini computers. An example of this is the sharing software, as opposed to Napster. Napster is
actually an example of a centralized system, which is why the lawyers were able to shut it down, because they had someone to sue. With something like Kazaa, it is spread
out all over the Internet. You can't sue it. There is nothing to sue. Ants and bees, as you might imagine, are very distributed systems, where each individual system is
running its own software, has its own sensors, makes its own decisions.
NOVA scienceNOW: Your robots also rely on what you call Robot Ecology. What's that?
McLurkin: In the iRobot Swarm [iRobot is a Burlington, Mass.-based robot manufacturer for which McLurkin works], there was a lot of very serious engineering that we had
to overcome in order to get to the point where we could just sit down and write software, which is where we are now. And the engineering that we had to deal with was
designing robots that you never had to touch. Any time you have to touch one robot, even something simple like turning it on, you will most likely have to do the same thing
with all 100 of them.
So we developed this mantra—"robots in the glass box." You can see them but you are not allowed to touch them. We had to design all this support. We call it a swarm
extrastructure, as opposed to infrastructure. It's a play on words. So we could go about our work, and the robots could take care of themselves, things like charging, which
you alluded to; remote power on; remote power off; remote programming; some remote debugging; ability to get data off the whole swarm. There is a lot of software and a
lot of hardware that let the robots do their thing, and we can just sit back and collect our data. Mostly.

Around the bend
NOVA scienceNOW: So what's our collective future with robots? Will they soon be ubiquitous in our lives, even swarm robots?
McLurkin: Well, many of the tasks that robots are good for and multiple robots can do even better—especially things that involve searching or coordination or security or
mapping—are dangerous, dirty, and dull, things that people don't want to do or find too boring to do. But the best application for robotics has yet to make itself clear.
There are two reasons why this is the case. The technology is very, very new. The field is at best 60 years old. It's not clear exactly what robots are really going to be good at
and what applications are really ideal for them to do. (Except for going to Mars: it's a lot of fun but very dangerous, very expensive, very hard to get people there, so robots
are great for Mars.)
The other problem with this thing is that we don't understand the nature of intelligence at all. Intelligence in general is very, very complicated. We don't even know what we
don't know. We can't even ask the questions to begin to do the research to understand intelligence. We can't even define intelligence. Am I intelligent? I don't know. I might
be. I might not be. Are ants intelligent? I don't know. Is this Tupperware box intelligent? Well, it might be.
The problem of trying to get robots to act intelligently and do intelligent things.... It is difficult to articulate to people who aren't in the field how stupid robots are and how
stupid computers are and how little they can do without very precise human control. "Little," actually, is an overstatement. How they can do nothing without precise human
control.
NOVA scienceNOW: I remember Steve Squyres, the head of the current Mars mission, saying that his rovers are way dumber than your average laptop.
McLurkin: Oh, yes. And your average laptop is way dumber than your average bacteria. Yet robots can still be useful. My vacuum cleaner is a robot. It bounces around my
apartment and does a nice job cleaning. It has limitations. It will get stuck. I have to go find it when I come home some days. But as long as I can accept its limitations, it
will do what I have asked it to do.
Our cars are robots, essentially. People don't think of them like that, but most cars have five or six computers in them, all networked, all talking. If you buy an expensive car,
you might get into the double digits of computers. Airplanes are very, very robotic. Autopilot is a classic example, where the robot is flying the plane. Robotics are starting to
come into daily life disguised as cell phones and MP3 players and TiVos and things that people don't associate with robotics.
Computers are taking over in that kind of way. There is an explosion right now in what are called embedded systems, where computers are built into common things and are
literally everywhere. Everything we get has a computer in it. If it has power connected to it, you can be pretty sure that there is a computer in there—like microwaves,
dishwashers, light switches, clocks, etc. Very, very exciting research is happening right now to figure out what can happen if all these simple computers can start to talk to
each other.
NOVA scienceNOW: Like in Terminator, where the world's computers become hyperaware?
McLurkin: I've got a series of slides that address this exact issue. The problem is that Hollywood has done robots a disservice in a bunch of different ways. It makes very
complicated tasks seem easy—people can build robots that do all these amazing things. In reality, we are decades, maybe even centuries away from things like that.
And there are only three main plots. First, there's the Frankenstein plot, which is society's view on robots. There's the Tin Man plot, which is a robot trying to attain humanity.
And then there is the Terminator plot, which is robots taking over the world. The way I address this in the talk is, the best way to avoid giant killer robots is to not vote for
people who want to build giant killer robots.
Robots, by their nature, are a technology. They are neither good nor bad. Splitting of atoms is a technology. Cars are a technology. More people die in cars than—pick
whatever statistic you want. Yet no one argues that cars are taking over the planet. So that is not something that I really worry about. It's probably thousands of years away
anyway. We have more things to worry about now with normal, conventional weapons, with people who want to kill each other.

Life as a robot guy
NOVA scienceNOW: Can you ever see yourself not working with robots? Will that time ever come in your career, or are you always going to work with them?
McLurkin: I love building things. I have always loved building things. I love making things work. I love being able to write software and then watch that software make
robots move and make the lights blink and the speakers go and things like that. Robotics is the highest form of that art, the art of electromechanical software systems. So I'll
probably be here for awhile.
NOVA scienceNOW: Is the kind of work you do something you share with others, or do you work autonomously?
McLurkin: Both. You can never get to the next level on your own. You have to have comrades. You have to have counterpoint. You need people to inspire you. You need
people to tell you, "You are being a moron." You need oversight. You need advisors and people who are more senior than you to say, "Yeah, people tried that in the '50s in
Russia and it's not going to work. Try this."
NOVA scienceNOW: Have you had a mentor, someone to really get you fired up?
McLurkin: I can't say that I've ever really had a mentor per se. I have a lot of people senior to me who have taken a lot of time to get me moving in correct directions and
tell me when I'm going in the wrong direction. I've got a lot of colleagues, people who are my age and my stature, whom I can bounce ideas off of and whom I can work
with. That's maybe a third of it.
Then there's a large portion of it where I need to be chained to my desk, slaving over an algorithm with paper and pencil or wired into the robots, typing in software and
watching the robots run. A lot of that really cannot be spread over multiple people. It's just you and your computer and your software until the wee hours of the morning. My
ants are very active at this time of night too, so they can keep me company.
NOVA scienceNOW: For all the aspiring robot engineers out there, what kind of mind do you need for this kind of work?
McLurkin: The most important thing for any kind of work is to enjoy it, to have passion. To be a hands-on engineer, you need to have a mind that really likes building, that
likes creating, that likes solving problems, that likes to take things apart, understand them, and get them back together and have them still work.
NOVA scienceNOW: Have you learned anything from the high school students you teach?
McLurkin: Lots and lots. They never fail to surprise me in terms of what they bring to the classroom and how they approach things and what they understand and what they
don't understand. I'll spend three hours working on something that is 15 minutes of lecture that I think will cause a lot of difficulty, and I'll spend perhaps five minutes on
things that I think are easy. When I go to teach, I discover the exact opposite, that the thing that I've prepared lots of examples for and thought through very carefully, they
all get that. The thing that I didn't think needed to be explained because it was so easy, that's where the questions come.
The real joy, though, is—well, there are two of them. When I see that they get it and can take it and run with it, that's really a lot of fun. And it is also really nice being
surprised when they come up with questions or solutions or examples that you never thought of, because they're coming from a different world than you are.

Not just function anymore
NOVA scienceNOW: Last question: what's the most exciting thing you've heard about lately in your field or not in your field?
McLurkin: SpaceShipOne. SpaceShipOne is really cool. The fact that it's just a stick-and-rudder plane; it's not computer controlled. The guy's actually flying that thing all the way up and all the way down. And the problem that they set out to solve is mi
nd-bogglingly hard. I mean, you have to get this thing in space, land it, tear it down, prep it, and get it back up. And it worked.
Burt Rutan [SpaceShipOne's designer] is obviously brilliant. He's been called brilliant by people far more brilliant than I am, so clearly he must be brilliant. The other thing about SpaceShipOne is that it looks like it ought to. It looks like a space sh
ip. It looks crazy and wild.
NOVA scienceNOW: All Rutan's creations are. There is such a wild look to them.
McLurkin: That's where he goes. He's got the combination of formidable engineering talent and a design aesthetic. And design is something that I've been spending a lot more time thinking about in the past two or three years, getting in touch with my right
 brain, my little, impoverished right brain.
I just gave a talk at Honda. I talked about engineering creativity. There is a double entendre there: creativity for engineering, and how do you actually make creativity, the act of engineering creativity out of the things around you. And one of the thing
s that you have to do is really study fine design.
You could have made SpaceShipOne look like a breadbox or something equally ugly and still have it perform. But he chose not to. He chose to make it elegant and beautiful and futuristic and crazy, which describes what the product is. The product is absolut
ely insane. I like things that are absolutely insane.

© | Created January 2005

   “I don’t attribute emergent behaviors to amazing insights and
interactions among the robots. I attribute them to me as the engineer not
understanding the system.
    One example of an emergent behavior that I was not anticipating: I was
trying to get the robots to spread evenly throughout their environment,
trying to have them move themselves so that there were robots
everywhere in the whole room, leaving no empty spaces. And I made an
error in the program; I flipped some signs in the equations. And when I
ran the software, the robots formed into little clumps. Essentially they
made polka dots on the floor, which was very entertaining after the fact.”

                                   James McLurkin, Nova-PBS December 2004



Approaches:
Discrete particle models:   Equations of motion (coupled ODEs)

Albano PRL (1996), Shimoyama PRL (1996), Niwa JTB (1996), Levine PRE (2000), Mogilner JMB
(2003), Gregoire PRL (2004), Birnir JSP (2007), Zhang PRE(2007)

Discrete particle models: Computer Rules

Viczek PRL (1995), Couzin Nature (2005), Franks JTB(2001)

Swarm Intelligence models

Ant Colony Optimization
(search for optimal paths - Dorigo 1992)

Particle Swarm Optimization
 (optimizing fitness function on interacting particles - Kennedy 1995 )

Stochastic Diffusion Search
(one to one random communication - Bishop 1989)

Continuum Fields (PDE-s)

Toner PRL (1995), Topaz JAM (2004), Grunbaum JMB (1994), Edelstein-Keshet (1998)



A First Study:

Vicsek algorithm CVA    (PRL,1995):

Constant speed
 

Velocity direction adjusts
 

according to neighbor directions

+ noise η

Phase transition to finite velocity

|v| ~  (ηc-η )0.45

   
  t=0   (a)

High density – high noise (c)

Low density – high noise (b)

 High density – low noise (d)

Couzin et al J Theor Biol 2002 
Buhl et al Science 2006: locusts

Toner et al PRL 1995
Gregoire et al PRL 2004



Starflag:

Fixed number of neighbors, no matter how far



Simple discrete model:
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Rayleigh friction 

For
the two terms balance and there is no
pumping from or dissipating to the

environment



Simple discrete model:
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Simple discrete model:

( )2 ( )

( )

i j i j

a r

i
i i i i i j

j

x x x x

l l

i j a r

v
m v v U x x

t

U x x C e C e

! "

# # # #

$
= # #% #

$

# = # +

&

r r r r

r
rr r r r

r r Morse potential

Rayleigh friction 
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Levine et al 2000

Schweitzer et al 2000

Mogilner et al 2003

Self propulsion:

Self-acceleration
+

Friction

Optimal speed
2

i
v! "=
r

Attractive-Repulsive potential:

Ca, Cr, la, lr

Parameter choice



A few examples:

0.5

1.0,  40.0

0.6,     0.1

a r

a r

C C

l l

! "= =

= =

= =

0.8,    0.5

0.5,  1.0

2.0,     0.1

a r

a r

C C

l l

! "= =

= =

= =

Example 1: Example 2:

5



A few examples:

Why are they qualitatevely different?

What if we add more particles



Naive parameters:

0.8,    0.5

0.5,  1.0

2.0,     0.1

a r

a r

C C

l l

! "= =

= =

= =

N=100 N=200 N=300

The density is increasing!

Why is the system not extensive?

Example 2

5



Another example:

3,    0.5

0.5,  1.0

2.0,     0.1

a r

a r

C C

l l

! "= =

= =

= =

Example 3

N=200



Persisting double spiral                       Higher self propulsion 

Double spirals

2

i
v! "=
r



What is the role of the potential?



D. Ruelle, 
Statistical Mechanics, 

Rigorous results

if not:    CATASTROPHIC COLLAPSE!

From Statistical Mechanics:

Given a many-body microscopic system

Is a ‘real’ macroscopic description possible?
i.e. thermodynamics

Interactions must obey ‘H-stability’ constraints



From Statistical Mechanics:

MICRO MACRO

Many variables Few variables

    H-STABILITY Extensive behavior
(more particles occupy more volume)

IF NOT H-STABLE Catastrophic collapse
(all particles converge to a small volume)

particles Nfor   ,
ii
vx pressuredensity,Volume,



Easy Recipe:

Take all configurations of the system
for fixed agent number N, 

that is all possible positions, all possible velocities

Calculate the energy
kinetic and potential

Sum over all contributions of a “likelihood” function

Higher energy means less likely

This sum is called the partition function
And contains ALL relevant macroscopic information

that are derived via elementary math operations

H-Stability means that the partition function is mathematically well defined

D Ruelle, Statistical Mechanics Rigorous Results



H-stability:

!
>
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A system of N >> 1 interacting agents

is H-stable if a non-negative

constant B exists such that:

 where the l.h.s. is the total potential

 Pairwise interactions:

H-stable constraints on the two-body potential



( ) 0n
U r d r <!

Catastrophic !

Pair-wise potential:

d

STABLE CATASTROPHE

2( ) 0U r d r >!
2( ) 0U r d r <!

On lattice

Pair-wise potential

Qualitatively similar

Soft-core, exponentially decaying, minimum exists

TWO particles will find a minimum, optimal distance

in BOTH cases

An H-Stable condition:
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Catastrophic !

Pair-wise potential:

d

STABLE CATASTROPHE

2( ) 0U r d r >!
2( ) 0U r d r <!

Example: particles on lattice 

Pair-wise potential

An H-Stable condition:
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H-stability: Guiding interaction criteria



 Morse Potential and H-stability:
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MRD, Chuang, Bertozzi, Chayes PRL 2006
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 Morse Potential and H-stability:
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Catastrophic features and patterns:

U(r)

r

Negative area

C

1l C =

l C=

l

No intrinsic separation

Self-propelling speed

Random initial conditions

N=60 N=100N=40 N=150



Catastrophic features and patterns:

Minimum at r=0
borderline

C

1l C =

l C=

l

U(r)

r

Negative area

Intrinsic length-scale=0

Self-propelling speed

N=60

N=60 N=100 N=200 N=300

Random initial conditions



Ring Formation:
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Catastrophic Features:

C

1l C =

l C=

l

U(r)

r

Negative area

Finite intrinsic separation

Self-propelling speed

N=40 N=100
N=150

Random initial conditions



Potential features and patterns:

r

1r =

1C = C



Potential Features:

Optimal spacing

`Crystalline’

Small values α/β

r

1r =

1C = C

U(r)

r
STABLE

Pair-wise

Different random 
initial conditions,

speed

In both cases:
inter-particle spacing 

constant

Example 1

Flock
v2 = α/β

Rigid disk
Same as example 1

v=ω r

H-STABLE



Potential Features:

Optimal spacing

Collapse at large N

Larger values α/β

U(r)

r

CATASTROPHIC

r

1r =

1C = C

Pair-wise

Example 2

Core free, same as example 2  Flock

In both cases:

 v2 ~ α/β

CATASTROPHIC



Catastrophic Vortices:

Fly apart α increases with N:

Centrifugal force mv2/r vs. interactions

mα/(βr) force vs. N-dense system

αmax ~ N 

Area decreases with N!

β fixed, catastrophic vortex regime



Other potentials?

Lennard-Jones 
Hard disks

Always stable
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p < 2

Stable vs. catastrophic

Other potentials:  Heynes J Phys C (2007)



Locusts:

From Disorder to Order in Marching Locusts - J. Buhl et al.  Science 2006

Recent models from theoretical physics have predicted that mass-migrating animal groups may share group-level properties, irrespective of 
the type of animals in the group. One key prediction is that as the density of animals in the group increases, a rapid transition occurs 

from disordered movement of individuals within the group to highly aligned collective motion. Understanding such a transition is crucial 
to the control of mobile swarming insect pests such as the desert locust. We confirmed the prediction of a rapid transition from disordered 

to ordered movement and identified a critical density for the onset of coordinated marching in locust nymphs. We also demonstrated a 
dynamic instability in motion at densities typical of locusts in the field, in which groups can switch direction without external

 perturbation, potentially facilitating the rapid transfer of directional information.



How to go from discrete to continuum?



Irving Kirkwood:
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 f: Probability distribution function in phase space

 Hamiltonian equations of motion, U potential

Liouville equation for conserved system
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N N

N N

a R R p p

a f a f dR dR dp dp= !

 a:   Dynamic variable

 expectation value = Macroscopic value of a

Use Liouville equation to find dynamics of variable <a,f> Hydrodynamics equations, JCP 1950

Irving Kirkwood:



Irving Kirkwood 2:
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Continuity equation,    momentum transport,    energy transport 



Non-Hamiltonian systems?

But:    These Liouville equations are valid for conserved systems!

CAN PROVE existence of Liouville’s equation for NON Hamiltonian systems

CAN generalize Irving Kirkwood continuum limit!



Our simple model becomes:

average in phase space 

Continuum: 

Euler

Irving-Kirkwood
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    Continuum swarms
set rotational  velocities 
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Continuum equations:

Linear stability analysis around 

Uniform density, 
velocity 

 TRANSLATIONAL MOTION:
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Linear stability analysis

Unstable at short wavelengths

Unstable at long wavelengths

Stable

U
ns
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At t=0 translational motion



Patterns

α=0

 α=1

Continuum Discrete

At t=0
parallel velocities

LSA estimate: 
largest λ = 51.87

1.0,    0.5

0.5,  1.0

2.0,     0.5

a r

a r
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= =

= = 1.35

5.0=!



Noise?
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Noise?

η(t) > η critical

COM is fixed

η(t)=0

COM is moving

  σ   noise (regular time increases)
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FLOCK, VCOM is constant

SWARM, VCOM is 0

noise



Magnetic field:

H > 0H < 0
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Variable masses:

Variable masses
Vortex

Segregation

 mi α/β ri= Interactions

Same segregation behavior
for variable αi-s



Site avoidance:

Split Patterns



Site convergence:

T=0  Flock

Medium attraction to target

Wait a little bit

T=Tfinal  Swarm



Site convergence:

T=0  Flock

Medium attraction to target

When center of mass
is close to target

Turn on noise

Randomize

Turn off noise

T=Tfinal  Swarm



Chemotaxis:

Diffusing chemical at origin

Point Source, Decay

Particle gradient over length



Application to robots?

Cars have intrinsic speed v

Pairwise potentials – Morse type

Steer in direction of the total force γι 
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Mostly simulated vehiclesR. Huang et al, ICRA 2007



Applications to biology?

Under starving conditions the bacteria will aggregate

2D double spirals       collapse into 3D aggregates

Direct interactions

Myxococcus xanthus

Stigmatella aurantiaca

t

Maybe!



Conclusions:

Potential determines stability of structures in large agent limit

H-stability

statistical mechanics – biology – device control

can apply to other potentials

can tune cross-over from stable-dispersive

to catastrophic-site convergent

natural systems: ‘movement ecology?’


