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NERSC is the mission High Performance Computlng
facility for the DOE Office of Science

9,000 Users
1,000 Projects

>2,000

Scientific Journal
Articles per Year

Breakdown of Compute Used by DOE Program

<1% small Business 19% High
Innovation Research Energy Physics
———&
1% Biological -
Systems Science = 18% Chemical Sciences,
eeeeeeeeeeeee d Biosciences
2% scientific . et
User Facilities g A
(,’ N 18% Material Sciences
11% Climate d
vironmental IS —
15% Fusion Energy

13% Nuclear Physics

and Plasma Science

2021 NERSC USERS ACROSS US AND WORLD

50 States + Washington D.C. and Puerto Rico

46 Countries

Urgent and interactive computing
Photo Credit: CAMERA

Complex experimental & Al workflows
Photo credit: A depiction of digital twin Earth adapted from the EU's
Destination Earth project.



NERSC Center Architecture

Perlmutter

1,792 GPU-accelerated nodes 9,600 Intel Xeon Phi “KNL” manycore nodes
TB/s 4 NVIDIA A100 GPUs + 1 AMD “Milan” CPU 2,000 Intel Xeon “Haswell” nodes
TB/s
488 TB (CPU) + 280 TB (GPU) memory o _J 700,000 processor cores, 1.2 PB memory
g 4 3,072 CPU-only nodes T ‘500 Cray XC40 / Aries Dragonfly interconnect 4
2 AMD “Milan” CPUs #793 4PF Peak 30 PF Peak
’ . ea
35PB 1,53_6 TB CPU memory o 50 GB/s HPSS Tape 2 PB 28 PB
All-Flash HPE Slingshot 11 ethernet-compatible interconnect Archi ooo Burst Buffer Scratch
Scratch 4 NICs/GPU node, 1 NIC/CPU node LS —\
~200 PB
DTNs, Spin, Gateways Eth 2 IB Fabri 120 PB
thernet abric 100 GB/s Community
Science Friendly Security s File System
Production Monitoring
EEEEEEEEEEEEEEEEEEEEE 2 x 400 Gb/s Power Efficiency
2 x 100 Gb/s 275 TB
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NERSC supports a large number of users and projects

\ .

Palomar Transient Planck Satellite Star Atlas
Factory Cosmic Microwave Particle Physics Large Hadron Collider
Supernova Background

Radiation

Dayab'ay ALS LCLS Joint Genome Institute
Neutrinos Light Source Light Source Bioinformatics

Joint BioEnergy Institute

LZ IceCube



NEREI roughly 30% of NERSC users, '0€cts

facilities

from 20% of compute time

and 80% of storage

Palomar Transient Planck Satellite Star Atlas APS
Factory Cosmic Microwave Particle Physics Large Hadron Collider : 4
Supernova Background "q

Radiation

Dayab'ay ALS LCLS Joint Genome Institute
Neutrinos Light Source Light Source Bioinformatics

Joint BioEnergy Institute

NCEM

Cryo-EM Lz IceCube



New experiment technology creates new data
challenges
MOLECULAR l!ﬂ

National Center for Electron Microscopy | FOUNDRY
(NCEM) at Berkeley Lab |

* How does the structure of batteries
impact their performance? Can
nanocrystals be used to store carbon
dioxide?

NCEM is developing new detectors for 4D scanning
transmission electron microscope

« 1kx1k pixel scan captures 700 GB in 15 seconds

*  Needs HPC-scale computing to analyze data while
user is at the microscope

Office of

a»/”« U.S. DEPARTMENT OF
& ENERGY  science




The Superfacility concept: connecting experiment and compute
facilities W|;h the expertise and community they need for success

2 N uensc T
JGI\ ALS A, Are \ el Vs

JOINT GENOME INSTITUTE
EEEEEEEEEEEEEEEEEE

N ==
J sl ﬂﬂ - Computing and
Y V’DES C Experimental data facilities
/7// \5’ | Facilities

, #NREL P& Fermilab
s a
Argone
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The Superfacility ‘project’ coordinated our*
work to support the Superfacility Model

Project Goal:

By the end of CY 2021, 3 (or more) of our 7 science
application engagements will demonstrate automated
pipelines that analyze data from remote facilities at
large scale, without routine human intervention, using

Faclities Inte S
v ties Integrating
%% Collaborations for User Scie

JGI-EMSL Collaborative Science Call \ )

ALS “2)' JFicus.

these capabilities: A voLecuLa IR
Founbky P

* Real-time computing support

« Dynamic, high-performance networking

« Data management and movement tools, incl. Globus
* API-driven automation

» HPC-scale notebooks via Jupyter

« Authentication using Federated Identity

» Container-based edge services supported via Spin

M AMCR 8
¢ | SciData




Three principles behind our project approach

Integrated requirements from multiple \ NNF'RRI
teams
ALS >
Integrated work across many groups at l
Berkeley Lab \\s DESC FICUS ¢4
/ / A\ E?)ill:::rsalt:l;:?fa:rl%gserSclenceX

JGI-EMSL Collaborative Science Call

Scalable to full user base

Scalable to supercomputer capabilities

porcomputer cap 0
Sustainable software design model AN c
Sustainable user support model Ve

Office of
Science
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Superfacility work is driven by science needs: close
partnership with science engagements

User-facing tools and policies

e Scalable analysis code, via NESAP
e Outreach and documentation
e Policies
Jupyter andhen
= " Nem1 JGIE
ALS “2)
f( Science
- DESC .
_ requirements
Automation and Networkingz\ ] ioe BN
e Software-Defined Networking
(SDN)

e Self-managed Systems
e SENSE, for API-based WAN
network provisioning and control

AMCR
4§ SciData 10

Scheduling and Middleware

Reservations and real-time scheduling
APl into NERSC for automation
Federated Identity

Spin

Workflow Resiliency

S

Data Management

External and Internal Data
Movement

Data and Pl Dashboards
HDF5

22| BERKELEY LAB
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Spin: Container Services for Science g) Spin

) Some projects using Spin:
Many projects need more than HPC. N
Track and compare
- " " analyses of nightly _science gateway
Spin is a platform for services. tresorog | L=z
Users deploy their science gateways, . C'fj;;yb?;‘jj;ﬁre
workflow managers, databases, and other Lol SEENEESCEE )
network services with Docker containers. .’G & ( pm:igin )
7] JOINT GENOME INSTITUTE ﬁ/\ genomlc Workﬂows
* Access HPC file systems and networks P B and data at scale
« Use public or custom software images z [ Process real-time
ts for dark
- Orchestrate complex workflows L | matter detection
- Secure, scalable, and managed _
Explore materials
° rti build science gateway
@ cocker M3 RANCHER kubernetes | simulated material ===

v 4
U

U.S. DEPARTMENT OF

2 Office of
/ ENERGY Science
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Credit: Cory Snavely and the Infrastructure Services team (NERSC)
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LZ uses NERSC to search for dark matter particles

Sanfo dU derground
Research Facility

A Detector runnmg 24/7 to Iook for |
"é

dark matter particles hitting a
E tank of liquid xenon




LZ uses NERSC to search for dark matter particles

—~

/API-based app running on ’
NERSC Rancher/K8s S

cluster monitors and Spin
controls data movement
and compute

United
é\ Kingdom

Ireland <

London \17
®

)

Key needs: Automated, continuous analysis and data movement between
data centers, plus offline simulation and analysis by large collaboration

® API + cloud-inspired services + real-time computing = smooth movement of
data and monitoring of detector health

.S. DEPARTMENT OF Office of

EN ERGY Science

v 4
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Machine-readable supercomputers: the Superfacility API

Vision: all NERSC interactions are callable;
backend tools assist large or complex operations.

arted [ Bash scripting chea

rte ash scrij . A lIssues . csg-Gittab 7 Admiffjst
sy

erfacility API®

o 1.2 ]

/api/v

rrrrrrr

aggerjson

A unified programmatic approach to accessing NERSC
REST API with json input/output

Standards-based authentication

Aligned with with CSCS (Swiss National Computing Center)

APl as much as possible.
End user docs and examples:

https://docs.nersc.qgov/services/sfapi/

Since release in 2022

27 non-staff users made clients
members of 40 different non-staff projects.

Credit: Bjoern Enders (NERSC)

meta about this ity AP i i >
status NERSC component system health v
/status
T /status/{name}
account Get accounting information about the user's projects v

t/groups

/accoun

T /account/groups
/account/groups/{group}
/account/groups/{group}
/account/projects
/account/projects/{repo_name}/jobs
/

ccount/roles

https://api.nersc.gov/V1.2



https://docs.nersc.gov/services/sfapi/
https://api.nersc.gov/V1.2

Machine-readable supercomputers: the Superfacility API

¥ @ © & httpsi//api.nersc.gov/apivi2/  **

d [l Bash scripting chea... Ay} Issues - csg - GitLab
are
erfacility API®
/api/vi.2 )

Vision: all NERSC interactions are callable;

arted [ Bash scripting chea... Ay Issues - csg - Gittab " Admillist gyl ommd) S 1Y 15 Yre7] Prrmar

backend tools assist large or complex operations. X
* A unified programmatic approach to accessing NERSC  meta om s ST 5
- REST API with json input/output e v

- Standards-based authentication ~ 12M logged

* Aligned with with CSQS (Swiss National Compu requests since v
APl as much as possible. —

May 2022 ,
- End user docs and examples:
https://docs.nersc.gov/services/sfapi/ = one request
Since release in 2022 every 2 sec ——

- 27 non-staff users made clients 1T
* members of 40 different non-staff projects.

Credit: Bjoern Enders (NERSC)

https://api.nersc.gov/V1.2



https://docs.nersc.gov/services/sfapi/
https://api.nersc.gov/V1.2

Opening up NERSC to API calls

took careful consideration

o Conducted multiple UX reviews

o

An analysis from the user point of view — made
changes for functionality and ease of use

o Conducted multiple security reviews

v 4

o

o

Included both API architecture and new OpenlID-
based authentication

Authentication model requires strict credential
lifetimes - need to enforce MFA

Each endpoint+method is assessed individually on
its threats. The assessment determines the max
number of IPs and maximum lifetime of a client that
has this endpoint in its scope.

16

Credit: Bjoern Enders (NERSC)

Register a New SuperFacility API Client X

Note: You don't need to register your client or use tokens if you only call endpoints that read
APl info or get system statuses.

Client Name

Client name

User to create client for

spotdev v

Which security level does your client need?

Client credentials are scoped to enable endpoints by security level. Each level is valid for a
certain length of time and number of IP address ranges. Choose the highest security level your
application needs.

Green Yellow Orange Red
60 days 60 days 30 days 2 days
16 IP ranges 8 IP ranges 8 IP ranges 2 IP ranges
| | |
®
Green Yellow Orange Red
[ —— e
Get user's projects All green functions +  All yellow functions +  All orange functions +
Get user's account Get info about jobs Create a group Submit a job
info Download a small file  Get info about a group Run a command
Get user's roles Update group
Get user's filegroups members Can be made valid for
Get info about a job Start a transfer 30 days and 2 IP
Cancel a job Upload a small file address ranges with
List a directory security review

Get status of a task
Get status of tasks

IP address range(s) (In CIDR format). Suffix must be /24 or higher.

IP range in CIDR format ‘ C ‘ IP Presets v




LCLS is using NERSC for realtime collaborative
distributed data anaIyS|s

[Llnac Coherent nght Source

produces up to 10PB of data per

experiment to create “molecular

movies”

* How does photosynthesis
happen?

* How do drugs dock with

proteins in our cells?

Why do jet engines fail?

=
)

‘ h NATIONAL
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LCLS is using NERSC for collaborative distributed
Data Analysis with @ Spin and the (SFapi

)

‘ I Science!
——— A

Say hello to Tethrene!

Submit jobs

y

Credit: J. Blaschke, F. Wittwer (NERSC) and the ExaFEL & LCLS team

Mon'i'fo'F ékBéﬁfﬁent



LCLS is using NERSC for realtime collaborative €1 A# ¥ow .
distributed data analysis

S [ ™ m \ VRO
L8 S me——

/API-based app running on ’
NERSC Rancher/K8s S
cluster monitors and Spin
controls data movement API

and compute

)

Key needs: Automated, fast turnaround, large-scale data analysis
®* API + cloud-inspired services + real-time computing = results within minutes of data
taking
NeFR 19 @il BERKELEY LAB

Bringing Science Solutions to the World
Credit: J. Blaschke, F. Wittwer (NERSC) and the ExaFEL & LCLS team
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Jupyter: supercharge interactive supercomputing jupyter
We have deployed an HPC-aware Jupyter service: ¢
Patterns and frameworks for connecting Jupyter with HPC User quote: “The 3
Data Management tools in an HPC environment most important things
Interactive Visualization in life: food’ shelter and
Reproducible Science through Containerization Jupyter... everyth ’ng

Interactive supercomputing: Jupyter Notebook + HPC Workers elseis optional. "

Launch workers in a short turnaround queue
Pull results from running HPC Jobs in realtime

( Compute Nodes

Login Node
Parallel

=
ocker | Notebook I
: -‘ C Sl )'l l Controller ' | , ‘
ﬁnsc Credit: R. Thomas (NERSC) —ZL J




Our Hub Leverages NERSC Service APlIs

_
jupyter

Who are you?

fomas | &

Are you a staff user?
What kinds of jobs can you run?

—’l sshproxy ‘

What accounts can you charge to?

S\

N2 I ®
28 IFIS
AN

A

A 4

\\

\ What Shifter images can you run?

Announcement

NBViewer

\ Which do you want to run with Jupyter?

Hub Services

\

Microservices

Service-oriented architecture

NEF

Credit: R. Thomas (NERSC)

\ Do you have access to a reservation?

Is the reservation active now?

=
-
\ ——__

- b

21 e BERKELEY LAB
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NCEM is using Jupyter and Dask for interactive yoLecuLar II
exploration and analysis of EM images FOUNDRY ii#

- Dask is a powerful backend to manage remote upyter
workers on a cluster via Python notebooks. e

- LBL team re-engineered the Dask backend for
seamless HPC integration

Dask integration with Jupyter is not ideal for MPI -based HPC
environments , eg no support for multiple kernels

*  NCEM: Serial processing of 4D image
arrays in numpy - Parallelize it!

* Achieved 20-50x speedup on NCEM
Py4DSTEM Notebooks

Credit: S. Cholia (LBL) and the NCEM team



NCEM is using NERSC for realtime data anaIyS|s

fDistiIIer App running on
Spin (NERSC
Rancher/K8s cluster)
controls data movement,

compute and interactive kafka
data manipulation /

\_

Key needs: Automated, fast turnaround, large-scale data analysis

®* API + cloud-inspired services + real-time computing + dynamically configured
network + Jupyter-based analysis on HPC = results within minutes of scan

EEEEEEEEEEEE Ofnce Of

EN ERGY Science

NS R Credit: B. Enders, S. Welborn (NERSC) and the NCEM team 23 e BERKELEY LAB
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Resilience is a challenge for experiment sciences_

Systems cannot guarantee 24/7 uptime

® Security patches, facility power work, components/power failing... Biggest remaining
: " " : challenge: Robustness
® 10 impacts from "bad” workload, network contention... /Resilie?]ce especially
Commercial cloud providers have the same outages, but they are “soft”.outages, e.g.
hidden from users by spare capacity and application design. ]tcré}lnS'ent /O or slurm
allures

NERSC has worked hard to improve our resilience, and we want to help science teams

develop more resilient workflows
® We are now able to keep most of our infrastructure up during power work or routine

maintenances
® Rolling updates to deploy software/firmware patches across compute and storage

A truly resilient workflow needs to span multiple computing centers

AR, U.S. DEPARTMENT OF Office of

2 \ ENERGY Science

NEeF 24 @il BERKELEY LAB
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Attempting to port an established, operational
pipeline to another site is very, very hard

Experimental science data analysis pipelines need 24/7/365 HPC resources, which
can only be achieved by computing at multiple locations.

We attempted to port workflows from NERSC to a LBNL cluster and discovered aII
kinds of unexpected pain points

Access and Database [ Harmonising }

authorisation robustness software libraries

and mirroring across sites : :
contro.![ across Container build
sites wrappers for multiple

Different filesystem types, architectures, MPI
interfaces, sizes, libs etc
permission structures

Orchestration and
web service access
outside of institution

TN — If a workflow is not designed with
portability in mind, it will be very difficult
to use an IRI




Shared Burden

Work together between systems and their users
Containers are great
e Users should have best practices to make them portable
Developers should think ahead about cross-facility workflows
* Rewriting code for each site is hard
* Infrastructure as code
Facilities adopt APIs to interact with parts of their system
* A standard set of calls
* Checking status & Starting jobs & Transferring data
* Help eliminate duplication of code
* Minimal effort to add a new site which uses the standard

From Nick Tyler and Rob Knop, WORKS21, https://ieeexplore.ieee.org/document/10023937

~ af"""‘«% U.S. DEPARTMENT OF Offi f
26 @ail BERKELEY LAB @ ENERGY  scicnce

olutions to the World



https://ieeexplore.ieee.org/document/10023937

Each facility provides a unique scientific
toolset. Users enhance their research by

leveraging capabilities at multiple facilities.

Users of one facility are
often users of multiple
facilities.

Scientists don’t just use
NERSC for their computing!
Workflows span multiple

computing centers.
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Each facility provides a unique scientific
toolset. Users enhance their research by
leveraging capabilities at multiple facilities.

Users of one facility are
often users of multiple
facilities.

Scientists don’t just use
NERSC for their computing!
Workflows span multiple
computing centers.
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Supercomputlng for genome sequencmg

JGI X

JOINT GENOME INSTITUTE
DEPARTMENT OF ENERGY _

g,x

. How does the soiI
microbiome impact crop
success? ;

e How did viruses evolve? =

>170 trillion bases sequenced per year, >7PB of archived data, >100,000 users
. oo . mar il



The JGI has developed cross-site JAWS

JGI Analysis f
automated workflows e
* JGI staff submit workflows defined via WDL -\ EMSL) e,
(Workflow Description Language), specifies location R

where analysis should run
* JAWS is WaaS, handles:

O Data movement to/from a site via Globus

NationallFor¢

O Resource allocations via HTCondor and Slurm

O Execution in containers

Workflow
Description and
data

) ) |
‘ Jaws CLI }—» C:j:r::;I <>< Jaws Site H Cromwell }—»{HTCondor}—r Slurm

/.
5 ¥, J l \/
v : \
Y H JOINT GENOME INSTITUTE
PN I e Pool % EEEEEEEEEEEEEEEEEE ;

T ORI IMENT OF Office of
rm”ml BERKELEY LAB ENERGY Science
3cience So'uiinns to the Werd

3ringinyg Jcie
Credit: N. Tyler (NERSC) and the JAWS team at JGI

Manager

MySdL Globus MySbL



DOE'’s Integrated Research Infrastructure (IRI) Vision:

To empower researchers to meld DOE’s world-class research tools, infrastructure, and user facilities
seamlessly and securely in novel ways to radically accelerate discovery and innovation

Advanced

Experimental and Observational Networklng

User Facilities

Researchers

Data Management

High Performance

Data Facility Software
¥
Data Repositories Software and [ 1\
PuRE Data Assets Applications Digital Twins
T

Advanced
Computing

Local
Campus
Computing

g s Perlmettr,, ' .
el

Computing
Testbeds

Cloud
Computing

New modes of
integrated science

Novel workflows using
multiple user facilities

Rapid data analysis and
steering of experiments

Al-enabled insight from
integrating vast data sources

e

U.S. DEPARTMENT OF Offlce Of

EN ERGY Science

\_/

Slide from Ben Brown, ASCR (https://science.osti.gov/-
/media/ber/berac/pdf/202304/Brown IRl for BERAC 202304.pdf)



https://science.osti.gov/-/media/ber/berac/pdf/202304/Brown_IRI_for_BERAC_202304.pdf
https://science.osti.gov/-/media/ber/berac/pdf/202304/Brown_IRI_for_BERAC_202304.pdf

Timeline of key IRI activities, 2020-22

FY 2021 President’s Budget Request
(PBR) includes Integrated
Computation and Data
Infrastructure Initiative

FY 2022 PBR includes
Integrated Computation
and Data Infrastructure
Initiative

FY 2023 PBR Advanced Computing
Initiative includes Integrated
Computation and Data Infrastructure

ASCR IRI Task Force launch

SC User Facilities COVID era report l

| SC IRI Blueprint Activity launch

ASCR IRI Task Force report

IRl Blueprint Activity results

| |

4 4
| ‘ l ) '
Jan 2020 Mar Jan 2021 Mar Oct Jan 2022 Mar Sep Jan 2023
5 WES,D‘"« O ct < PRESIDE, M a y
A 2021 Ol 2022
Integration of instrumentation, data, and R

computing infrastructure are essential
requirements for national R&D objectives

U.S. DEPARTMENT OF Ofﬂce Of

ENERGY Science

NATIONAL STRATEGIC OVERVIEW
FORRESEARCH AND
DEVELOPMENT
INFRASTRUCTURE

AReport by the

SUBCOMMITTEE ON RESEARCH AND DEVELOPMENT
INFRASTRUCTURE

COMMITTEE ON SCIENCE AND TECHNOLOGY ENTERPRISE

of the
NATIONAL SCIENCE AND TECHNOLOGY COUNCIL

FUTURE ADVANCED COMPUTING
ECOSYSTEM STRATEGIC PLAN
FY2022 IMPLEMENTATION ROADMAP

Slide from Ben Brown, ASCR (https://science.osti.gov/-
/media/ber/berac/pdf/202304/Brown IRl for BERAC 202304.pdf)



https://science.osti.gov/-/media/ber/berac/pdf/202304/Brown_IRI_for_BERAC_202304.pdf
https://science.osti.gov/-/media/ber/berac/pdf/202304/Brown_IRI_for_BERAC_202304.pdf

IRI Blueprint Activity Key Results

We now possess a reference framework to inform a
coordinated, SC-wide strategy for IRI.

The key organizing elements of the IRI Framework are  OF SCIENC
Science Patterns and Practice Areas: Integrated Research

Infrastructure
> IRI Science Patterns that represent integrated Architecture
Blueprint Activity

science use cases across DOE science domains and
> IRl Practice Areas that will support the realization of a
DOE-integrated IRI ecosystem.

Office of

@EnErasY s

U.S. DEPARTMENT OF Offlce Of

ENERGY Science Slide from Ben Brown, ASCR (https://science.osti.gov/-

/media/ber/berac/pdf/202304/Brown IR| for BERAC 202304.pdf)



https://science.osti.gov/-/media/ber/berac/pdf/202304/Brown_IRI_for_BERAC_202304.pdf
https://science.osti.gov/-/media/ber/berac/pdf/202304/Brown_IRI_for_BERAC_202304.pdf

ASCR recently put out a call for proposals for a new user
facility - the High Performance Data Facility (HPDF)

* “a new scientific user facility specializing in advanced infrastructure for data-
intensive science.”

- “The mission of the HPDF will be to enable and accelerate scientific discovery
by delivering state-of-the-art data management infrastructure, capabilities, and
tools.”

« “The facility will be designed to dynamically configure computation, network
resources, and storage to access data at rest or in motion, supporting the use
of well-curated datasets as well as near real-time analysis on streamed data
directly from experiments or instruments.”

HPDF will be a key component of a truly integrated research infrastructure.

Office of

»,r\\ U.S. DEPARTMENT OF
@ ENERGY  scionce



https://www.energy.gov/science/articles/department-energy-requests-proposals-office-science-national-laboratories-lead
https://www.energy.gov/science/articles/department-energy-requests-proposals-office-science-national-laboratories-lead

Making cross-site workflows possible/simple will require
a lot of work, investment and cooperation from all

computing centers

« Security: identity and access management across facilities

- Data management across multiple sites

« Scheduling and resource management, to place compute tasks with
the right resources at the right time

« Portability and scalability from laptop to supercomputer

« Community agreement on the HOW STANDPRDS PROLIFERA
interfaces that will enable em rc o i espent. o)
inte I4?! RIDICULOUS!
ortability across sites WE NEED To DEEOr
e surion || SSEETLRCR| | smaon
USE CASES. .
Sociological challenges will outweigh the technical 4 s%';"PEﬁNG \ O NE |5 COMPETING

g STANDPRDS.




Federated Identity (FedID) at NERSC allows a person to
use a single digital identity across multiple organizations

Simplifies cross-facility workflows
Users have fewer, more familiar,
passwords and login pages

Home institution manages account

lifecycles {#COmanage.

NERSC still manages local authorization
Core technology is well-established and
mature

Policy/trust decisions were the bulk of our

p@sswOrd
+ |
Proxy (ON=E:: :
choose your : <

login |

1

I

\ I

1

==Grouper. Al I
1 I nnnnnnnnnnnnn
Q== oIDC / )

+ NERSC SAML | ,‘

acct info :

1

1

I

|

1

analysis

.[’i’ﬂ U.S. DEPARTMENT OF
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———————————
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Scheduling an urgent workload while maintaining high
utilization is challenging

e NERSC typically has thousands of running jobs
e Queue frequently 10x larger (10,000 - 20,000 eligible jobs)

e "Normal" job backlog up to 10 days long
How do we make room for urgent compute requests from experiment teams?
* Realtime queue for small urgent compute 20f  Analyze Data

o Dedicated nodes + high priority il g, )
* Reservations for experiment shifts M | M I ‘|
* Preemptible jobs to fill gaps

o NERSC funded this capability in Slurm 20.02

# cpus

o Investing in checkpointing technology to provide Al b] LI WM
. W 26 2 time3[0h] 2 34 36
preemptible workload Collect Data / Tweak

Experiment

Scheduling work across multiple sites will be
e 2l BERKELEY LAB
a S|gn|f|cant Cha”enge nnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnnn

Office of
Science




Supercomputlng for Fu3|on Energy

How will we efficiently
operate fusion
reactors of the future?




An international superfacility

ECEl data

KiSTi 9)) PPPL ¥.Q4K

Quick analysis

EEE

“RIDGE

National Laboratory

NFER

National Fusion Research Institute

22| BERKELEY LAB @
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R. Kube (PPPL), J. Choi (ORNL), J. Wang (ORNL), L. Stephey (NERSC), C.S. Chang (PPPL), S. Klasky (ORNL)

Performance #
modeling !!

Stream diagnostic data

remol:eLj

Machine learning for
qnoquj, mode
detectich

Run higher accurac
modeling/simulation

Feedback ko machine
orerc\kors/scieh&isks
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Realtime simulation + data analysis to control fusion
reactors

......

Data
readout

Data
analysis

nnnnn

) vkl

simulation

Data input

e

Key needs: Automated, fast turnaround, large-scale data analysis coupled with
simulation based on data readout from tokomak

® API + cloud-inspired services + real-time computing + simulation + Al-based
data analysis = scientists can update magnetic field parameters within minutes

of a plasma shot
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R. Kube (PPPL), J. Choi (ORNL), J. Wang (ORNL), L. Stephey (NERSC), C.S. Chang (PPPL), S. Klasky (ORNL)



HPC Facility Workload Balance is
Evolving
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Credit: Hai Ah Nam (NERSC)
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A changing computing landscape challenges us to think
differently about supporting the Office of Science workload

Growth of experimental and observational
data and the need for interactive feedback
through real-time data analysis and
simulation and modeling

The proliferation of accelerators
and new technologies

Use of advanced data analytics and

8

Al in simulations as well as for
integration of multimodal data sets

Al-reconstructed hydrddynami
from approximate N-body simulations

Credit: Harrington et al. 2021

Nyx simulation of Lyman alpha forest
. Credit: P. Nugent, D. Bard
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https://arxiv.org/abs/2106.12662

NERSC Systems Roadmap
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Next Up: NERSC 10

Users require support for new paradigms for 3
data analysis with real-time interactive El.l | . |
feedback between experiments and \Q S i (O
simulations. ' ; DT

ADVANCED SCIENTIFIC BASIC RESEARCH NEEDS FOR
COMPUTING RESEARCH Innovation and Discovery of
Transformative Experimental Tools

NUCLEAR PHYSICS

Users need the ability to search, analyze,
reuse, and combine data from different
sources into large scale simulations and
Al models.

NERSC-10 Mission Need Statement:
The NERSC-10 system will accelerate end- V
to-end DOE SC workflows and enable new

modes of scientific discovery through the .
integration of experiment, data analysis, and ‘
simulation. il BERKELEY LAB
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/ EN ERGY Science




NERSC-10 Architecture: Designed to support complex

simulation and data analysis workflows at high performance
= ( Platform
] ) 3 o5 Storage £
NERSC-10 will provide on-demand, ERC %*@
dynamically composable, and resilient m £ % Compute S %
workflows across heterogeneous elements = ) o Nodes @ o
within NERSC and extending to the edge of £\
expem_nental facilities and other user 9 NERSC Network
endpoints
. o HPSS Community ||Spin-Workflow
New focus in tech specs :'; Archive | |File System || Services
. dynarplc grchestratlon D Data Xfor
* containerization o
L
* end-to-end workflow performance >
» quality of service
d Apr\\ ’\7‘“,\ rafitech '
e\eas‘e
praft fLR nerse: o et
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https://www.nersc.gov/systems/nersc-10/draft-tech-req/

Summary

The DOE runs a unique set of user facilities and national labs. When facilities can be
used together we amplify the impact of science

Experiments increasingly need supercomputing-scale resources for data analysis,
simulation and digital twins

NERSC is pioneering new modes of access to our systems to support experimental
science

O In addition to large-scale simulations, we can now support urgent workflows from
experimental and observational facilities around the world

The vision of the Integrated Research Infrastructure is to connect all DOE resources
to “radically accelerate discovery and innovation”

The HPC center workload is evolving quickly — combination of data analysis, Al and
simulation, often in real time

O N10 is designed to support complex workflows

There are still many challenges — this is an exciting area of development in HPC!

ZER, U.S. DEPARTMENT OF Offlce of
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The Superfacility Project Report is
now available and summarizes the
work done, future priorities and
lessons learned.

Thanks to everyone who contributed to it!

Debbie Bard, Cory Snavely, Lisa Gerhardt, Jason Lee, Becci Totzke, Katie
Antypas, William Arndt, Johannes Blaschke, Suren Byna, Ravi Cheema,
Shreyas Cholia, Mark Day, Bjoern Enders, Aditi Gaur, Annette Greiner,
Taylor Groves, Mariam Kiran, Quincey Koziol, Tom Lehman, Kelly Rowland,
Chris Samuel, Ashwin Selvarajan, Alex Sim, David Skinner, Laurie Stephey,
Rollin Thomas, Gabor Torok

https://www.osti.gov/biblio/1875256
or google “superfacility project report”
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Superfacility Project Report

Lawrence Berkeley National Laboratory
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