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What is large scale?
•Large scale: 500-10,000 atoms   (Natoms/Nproc ≈5-50)

•100-1,000+ processes
•Linear scaling: 1,000-1,000,000 atoms

•Many atoms: length scales
•Many processes: time scales

•Almost all DFT calculations are under 500 atoms
•Cubic scaling
•Habit?



•We have become very good at calculations using 
100-1,000 atoms

•But there are important larger-scale problems:

•Large defects (dislocations, surfaces)

•Amorphous & heterogeneous materials

•Realistic concentrations (doping and solutions)

•Biomolecules

•Nanostructures and interfaces

•Testing and validation of NN potentials

Why large-scale DFT?
K Sagisaka et al
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when considering a periodic bulk two atom cell, we required a 
k-point mesh × ×31 31 31, giving equivalent sampling).

2.5. Hybrid functional band structure

For the hybrid functional calculations, owing to the large com-
putational cost, the charge density was found self-consistently 
using a × ×4 4 1 k-point mesh.

3. Results and discussion

To start, we tested the in!uence of slab thickness on three key 
properties: the Si dimer bond length and buckling angle; and the 
surface energy. The structural properties are relatively weakly 
dependent on the slab thickness (table 1): the bond length and 
buckling angle both converge at 14 L. Performing calculations 
with a slab of less than 14 L is probably acceptable for the 
study of surface geometry, but will require some care. On the 
other hand, surface energy convergence is only obtained when 
the slab thickness is greater than 22 L, with the surface energy 
for a 14 L thick slab 114 meV per dimer higher than the conv-
erged value. We recall the discussion of the relative stability 
of the c( ×4 2) and p( ×2 2) reconstructions [10, 17, 18],  
which involved energy differences of a few meV, for which 
the error in surface energy, even at 14 L, is far from negligible. 
For calculations considering reaction, adsorption, or diffusion 
at the Si(1 0 0) surface, slab thickness needs to be tested and 
chosen carefully.

We now turn to the key electronic structure: DOS and the 
band gap, on which the slab thickness has a profound effect. 
Figure 1(a) shows the DOS projected onto a Si dimer for slab 
thicknesses from 6 L to 78 L. The common features among 
these DOS are two peaks in the #lled states, and one broad 
and one pronounced peak in the empty states: these are often 

referred to as π1,π2, π∗1 and π∗2, as labeled in #gure 1(a) [12, 19]. 
Their appearance agrees well with scanning tunneling spectr-
oscopy results (See #gure A3 for a comparable STS image). 
The key effect of increasing slab thickness that can be seen is 
a change in the shape and character of the valence band max-
imum (VBM). As will become clear below, the VBM of thin 
slabs are dominated by the DB states, while those of thicker 
slabs are dominated by bulk states. To the best of our knowl-
edge, the VBM character of a clean Si(1 0 0) surface has not 
been well studied yet, and we will discuss this based on the 
results of band calculations below.

The second major effect of the increasing slab thickness 
is a reduction of the surface band gap. Figure 1(b) shows the 
surface and bulk band gaps (gap at the center of the slab) as 
a function of the slab thickness. The reduction of the surface 
band gap with slab thickness is strongly correlated with the 
reduction of the bulk band gap, and the development of the 
bulk bands. When the slab thickness is 38 L or greater, the 
bottom of the π∗1 state overlaps with the top of the valence 
band, which has become a bulk state, and the surface band 
gap closes. It is perhaps not surprising that there is some 
dependence of gap on slab thickness, as a slab will behave 
as a form of quantum well; a thin slab will strongly con#ne 
its eigenstates, giving a larger band gap [20]. In our work, 
we calculated the fully converged bulk band gap of silicon to 
be  ∼0.607 eV, which is only reached when a slab calculation 
with 62 L or more is performed.

In order to gain further insights into the in!uence of the 
slab thickness on the electronic structure, we have examined 
the band structure of the Si(1 0 0)- p( ×2 2) surface with var-
ious slab thicknesses. Figure 2 shows valence band diagrams 
near the Fermi level along the dimer row direction (Γ − Γ′J1
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line). We plotted the partial charge densities for each eigen-
state at different k-points in the Brillouin zone (BZ) to assign 

Figure 1. (a) PDOS of Si dimer calculated with Si(1 0 0) p( ×2 2) slabs. All energies are shifted so that the bottom of the potential of Si 
atoms averaged over the top #ve layer of each slab has the same value. (b) Surface (circle) and bulk (square) band gaps as a function of the 
slab thickness. The bulk band gap sizes were found from PDOS of the middle layer in each slab. The GGA bulk band gap value obtained by 
a converged bulk calculation is indicated by a broken line.

J. Phys.: Condens. Matter 29 (2017) 145502



•What is stopping us?

•Lack of a “killer application”

•Received wisdom/habit

•Perception that big is hard

•Familiarity with standard codes

•Underestimation of need

Why not large-scale DFT?



Competing requirements

Accuracy Functional

Basis size
Solver

System size
MD time

Cost



How many atoms ?
Accuracy

Few

Efficiency
Many

Perfect crystals Defects, dislocations etc

Alloys (concentration)
Doping

RealisticRepresentation



Solving for the ground state
•N3

•Direct diagonalisation
•Variational solvers (orthogonalisation)

•N2

•PEXSI

•N: localisation
•Iterative
•Variational
•Patching/subsystem



•HPC centres give many 100,000s cores (exascale)

•Effective parallel scaling is key

•Reduce time to ground state

•Increase system size

•Communication (CPU-CPU, CPU-GPU)

•Use of GPUs

•Multi-threading vs message passing

Why large-scale DFT?



Large scale calculations

•CONQUEST (1,000,000)
•BigDFT (10,000)
•CP2K (1,000,000)
•OpenMX (10,000)
•ONETEP (21,000)

•MGmol (1,000,000)
•LDC-DFT (6,000,000)
•DFT-FE (10,000)
•PARSEC (26,000)
•DGDFT (2,500,000)

•RSDFT (107,000)
•Google TPU (31,000)



Large scale calculations

•CONQUEST (768,000)
•CP2K (47,000)
•ONETEP (100,000)
•DGDFT (35,900,000)

•MGmol (1,600,000)
•LDC-DFT (786,000)
•DFT-FE (156,000 + 22,800)
•PARSEC (16,000)

•RSDFT (664,000)



CONQUEST



Extending DFT size
•Real-space locality

•Key to parallel efficiency and scaling

•Standard implementations are non-local: 
wavefunctions span whole system

•But electronic structure is local:

•Charge density

•Wannier functions

•Density matrix decay



Key concept: locality
•Local basis functions are key
•Sparse matrices; reduced scaling
•Operations local to process
•Fits with nearsightedness
•Makes efficient parallelisation easier

•Pulay forces
•Orthogonalisation?
•Systematic convergence?



Support Functions
•Support functions are represented in terms of a basis:

•CONQUEST can use two different basis sets:

• Pseudo-atomic orbitals (cf OpenMX, SIESTA)

• B-splines or blips (cf wavelets, ONETEP psincs)

•PAOs: analytic operations, small basis, intuitive

•Blips: systematic convergence (to plane-wave accuracy)
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�
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Solving for DM

•Support functions give H and S (linear scaling)

•How do we find the density matrix? 

•Exact (SCALAPACK): 1-10,000 atoms

•PAOs or multi-site support functions (MSSF)

•O(N) (range): 1,000-1,000,000+ atoms

•Complementary: choose appropriate method

•Aim: efficient, accurate solution & analysis



Diagonalisation: DM
•We build K from wavefunction coefficients

•Efficient memory use



CONQUEST: Basic capabilities
•Efficient parallelisation (from 1 to 200,000+ cores)

•Flexible (from 1 to 2,000,000+ atoms)

•Exact, analytic forces; MD on 32,000+ atoms

•ONCVPSP pseudopotentials (PseudoDojo)

•LDA, GGA, DFT-D2/3/TS, vdW-DF, EXX (partial)
Open source: https://github.com/OrderN/CONQUEST-release/0 1000 2000 3000 4000 5000
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Parallelisation

18

•Assign areas of space to MPI processes
•Care with communication, all-atom operations
• Increase processes with atom number



Pseudo-atomic orbitals



CONQUEST: PAOs

• Use PseudoDojo pseudopotentials

• Pseudo-atomic orbital basis sets

• Can we define reasonable default bases?

• How do we choose radii?

• Siesta energy shifts

• Adapt: large and small (2eV and 20meV)

• Either share energies or average radii

• Allows SZ up to TZTP automatic bases

Jpn. J. Appl. Phys. 58, 100503 (2019) 



•Hamann NC pseudopotentials

•PseudoDojo set (0.7 meV/atom)

•As accurate as PAWs

•High quality pseudopotentials

Pseudopotentials



•Stand-alone CONQUEST code

•Reads output from Hamann code (small patch)

•Generates pseudo-atomic orbitals and ion files

•Automated basis sets possible

•Full user control available

PAO generation



CONQUEST basis set tests

eigenstates of the confined atom gives the incorrect ordering
for both DZP (+0.15 eV/unit for equal energies and
+0.19 eV/unit for equal radii) and SZP (+1.46 eV/unit for
equal energies and +0.52 eV/unit for equal radii; these values
are improved with perturbative polarisation but still have the
incorrect sign). To test the dependence further, we added a
second polarisation function (giving DZDP), which has an
excellent result: −0.19 eV/unit for equal energies, and
−0.20 eV/unit for equal radii (for perturbative polarisation
functions; non-perturbative functions give a similar result).
Clearly comparisons of stability of structures require radial
flexibility in all angular momentum channels, and we would
recommend use of at least DZDP whenever considering this
kind of problem with default (i.e. not optimised) basis sets.
For structural properties of the individual phases, however,
the performance of the DZP basis sets is reasonable, though
not quite as accurate as for the elemental semiconductors.
We note that, in general, significantly different environments

will require reasonable basis set flexibility as we have just
shown for silicon dioxide. This may become more of an issue
when simulating large-scale problems, as CONQUEST is designed
to do, and it will be important to explore the effect of basis set
size in large systems with areas of different structure. While it
is possible to tune a basis set to reproduce specific physical
quantities with respect to a reference structure, these basis sets
will be less transferable than large, general basis sets, and will
require careful use in extended systems.
The perovskite structures, shown in Table III, feature

elements with semi-core states (4s and 4p states in Sr and

3s and 3p in Ti; the 5d states for Pb might be considered
semi-core but are not in this case) which are described with a
single radial function. MgSiO3 combines the elements seen in
the simple oxides (we note that the pseudopotential in use
here includes the 2s and 2p states, and that they are treated as
semi-core). The performance is excellent for PbTiO3 and
good for SrTiO3 (though the bulk modulus for TZTP with
equal radii is surprisingly inaccurate) and the equilibrium
volume for both these materials is very close to the plane
wave result. It is possible that treating the Sr 4p states as
valence, with further radial functions, might improve the
performance. The bulk modulus for MgSiO3 is significantly
worse than either MgO or SiO2, with errors of nearly 5%.
Nevertheless, these results give confidence in the default
basis sets.
Metallic bonding is very different to the covalent and ionic

bonding studied thus far, but the performance of the default
basis sets for non-magnetic bcc Fe, shown in Table IV, is
excellent (we chose non-magnetic Fe simply for convenience;
CONQUEST is capable of spin-polarised operation as simply as
non-spin-polarised, but a magnetic calculation would provide
no more of a test of the PAO basis set than a non-magnetic
one). In this case, both TZTP basis sets reproduce the plane
wave results (the equal energy case has errors of 0.5% while
the equal radii 2% in bulk modulus) while the DZP give
excellent results. The equal energy SZP is still reasonable,
though the equal radii is a little inaccurate. (For the Fe atom,
both 3s and 3p states are included as semi-core states.)
Weakly bound systems offer a larger challenge to local

orbital basis sets (putting to one side the issues that DFT has
with these systems, which will be the same for any other basis
set). We start with hydrogen bonding, considering the optimum
unit cell for ice XI, the ordinary form of ice, shown in Table V.
With a TZTP basis set, the three parameters are all accurate,
comparing to the PW result to better than 1%, while DZP and
SZP are much less accurate. This is the first case we have found
where the use of a default (non-optimised) DZP basis set might
cause a significant error. It is interesting to see how effective
the TZTP basis sets are, even for a difficult system like this.
Finally we turn to the layered material, boron nitride,

which has dispersion interactions between layers, where the
range of the PAOs may play a key role in the DFT part of the
interaction; for the CONQUEST calculations, counterpoise
corrections were used49) to account for basis set superposition
errors. Data for the minimum distance between layers, and
the resulting interaction energy is shown in Table VI. We
report results for both standard PBE and PBE with semi-
empirical dispersion corrections;50) again, we note that we are

Fig. 1. (Color online) Binding energy curves for bulk Ge calculated with
plane waves, and the three equal radii PAO basis sets; curves are plotted
relative to the equilibrium energy (E0) and volume (V0) for each basis set.
Parameters as in the caption to Table I.

Table II. Parameters for SiO2 in α-quartz and stishovite structures. Note that these are non-cubic, so the volume is given. SiO2 calculations used a plane wave
cutoff of 40Ha and an integration grid cutoff of 200Ha with reciprocal space meshes of 3 × 2 × 3 and 3 × 3 × 6 for α-quartz and stishovite, respectively.
MgO used a plane wave cutoff of 60Ha, an integration grid of 260Ha and a reciprocal space mesh of 4 × 4 × 4.

α-quartz Stishovite MgO

Basis V0(Å
3) B0(GPa) V0(Å

3) B0(GPa) V0(Å
3) B0(GPa)

PW 210.5 195.3 47.89 301.0 76.92 149.1
SZP(R) 222.0 160.4 49.95 283.9 80.32 137.2
DZP(R) 215.6 177.1 49.16 289.2 78.49 141.5
TZTP(R) 213.0 193.5 48.25 295.0 78.51 148.3
SZP(E) 220.8 165.9 49.82 260.4 80.31 149.7
DZP(E) 215.4 176.3 49.09 278.4 78.57 141.4
TZTP(E) 212.6 190.9 48.26 291.8 78.50 148.4

© 2019 The Japan Society of Applied Physics100503-4

Jpn. J. Appl. Phys. 58, 100503 (2019) STAP REVIEW
PW CQ

a0/V B a0/V B

C 3.558 449 3.562 453

Si 5.431 93 5.44 92

Ge 5.676 67 5.682 67

STO 58.8 186 60.1 183

PTO 60.1 191 60.6 190

MgSiO3 167.4 235.7 165.0 253.2

Jpn. J. Appl. Phys. 58, 100503 (2019) 

Bulk Ge



Basis set tests: SiO2

a (Å) c/a % error in a

Experiment 4.177 0.638

VASP/PBEa 4.225 0.637 +1.1%

SZ 4.476 0.638 +7.1%

SZP 4.278 0.638 +2.4%

DZP 4.270 0.638 +2.2%

TZTP 4.233 0.638 +1.3%

SiO2 (stishovite) Z. Raza (NIMS)

a Phys. Rev. B 88, 184103 (2013) 



Basis set tests: SrTiO3



How good is the density?

Electron. Struct. 2, 025002 (2020) 

•Key quantity:
•Energy
•Polarisation, …

•Compare to PW
•40Ha cutoff



Electron. Struct. 2 (2020) 025002 J S Baker et al

Figure 5. The convergence properties of plane-wave calculations where PAO calculations featuring the same error have been
overlaid for comparison. Calculations were performed on the Pm3̄m PTO structure. (a) Convergence with respect to the total
electronic error integral of equation (1). (b) Convergence with respect to ∆E, the energy difference between a given calculation
and the energy obtained from the 40 Ha plane-wave cutoff.

are in good agreement with the values obtained from plane-waves. This once again emphasizes the electronic
accuracy achievable with the default PAOs.

We have also examined the possibility that the errors in qB could be an artefact of pressure using the par-
ticular case of Pm3̄m PZO. We can see from table 6 that the optimised lattice constants for the PAO bases
overestimate the plane-wave result by 0.99%, 0.46% and 0.34% for the SZP, DZDP and TZTP basis sets
respectively. If we then perform simulations at the plane-wave lattice constant (as was done for the results in
table 3) this imposes an isotropic pressure of −5.28 GPa (SZP), −2.63 GPa (DZDP) and −1.46 GPa (TZTP).
Because of this fact, we calculated the Bader quantities once more using the zero pressure lattice constants.
Remarkably, qB changes only marginally (no more than ±0.01e). Since we are working at a larger volume,
the VB must of course increase, but, the ratios of the cationic to anionic volumes remain constant. Since
roughly the same amount of charge is now enclosed within a larger VB, we naturally see a decreased n̄B for
all sites.

We see that the ratio of the cation to anion volumes is a decreasing function of basis set completeness,
decreasing by ≈0.1 for VB

B /VO
B and ≈0.2 for VPb

B /VO
B from SZP to TZTP. This implies that in the smaller

basis set, O occupies a smaller ionic volume in comparison to the Pb and B-sites. This could result in
small differences in lattice dynamics between the basis sets and could effect the Goldschmidt tolerance factor,
depending explicitly on ionic radii [65, 66].

3.2. Soft-mode distortions
In this section we consider the soft-modes known to drive the phase transitions in PTO and PZO. We con-
sider the amplitude of each identifiable irrep in the relaxed structures for each basis set. We also consider the
degree of energy lowering associated with each of these irreps and define phase transition energies. We display
the displacive modes in tables 4 and 5. Strain modes influence the phase transition in PZO only by a small
amount so we include only discussion of strain modes in PTO, coupling strongly to the displacive Γ−

4 mode.
The phase transition energies are quoted in table 7 and the linear evolution of mode energetics are shown
in figure 6.

Before discussing mode amplitudes, we must first carefully define them. We do so following the format
of the ISODISTORT Ap amplitude normalised to the primitive cell [60]. Once an atomic displacement has
been identified as belonging to a particular irrep, the displacement is calculated in fractional coordinates rel-
ative to the parent structure. This defines the amplitude of a specific displacement in the irrep. To calculate
Ap we now normalise the amplitude by a factor of

√
Vp/Vs for supercell/primitive cell volumes Vp/s. Now to

calculate the amplitude of the irrep as a whole, we take the square root of the sum of the squares of the dis-
placement amplitudes belonging to the irrep in question (thereby obtaining an RMS amplitude). If we wish to
characterise the amplitude of the total distortion from the transition, we can take the square root of the sum
of the squares for each irrep amplitude. Tables 4 and 5 are then tabulations of Ap.

9

Converging density & energy

Electron. Struct. 2, 025002 (2020) 

•Compare to PW
•40Ha cutoff
•Equivalent cutoffs



Multi-site SFs



Multi-site SFs

•We want an accurate basis

•We want efficient performance

•Make a small set of SFs for each atom

•Build them from PAOs from several atoms

•Local filter diagonalisation

JCTC 10, 4813; PCCP 17, 31427



Multi-site functions

•Use PAOs from neighbouring atoms

•Effectively localised molecular orbitals

•Two ranges: MS and LFD

•This is accurate and efficient: small H and S
•Follows method of Rayson & Briddon*

•Improvements: JCTC 10, 4813; PCCP 17, 31427

*M. J. Rayson and P. R. Briddon, Phys. Rev. B, 2009, 80, 205104



MSSF: bulk Si

•Lattice constant and bulk modulus good

•Band structure excellent



Optimising MSSF

•Original method performs filter diagonalisation

•Large, primitive basis; small support function basis

•We diagonalise H for a small cluster

•Filter eigenstates onto MSSF using Fermi function

•Can we improve by optimising energy?

•Analytic energy gradients available



Optimising MSSF: bulk Si

•Little effect for large radii

•Significant improvement for small 
radii

•Promising approach



MSSF timing & scaling

•Graphene on Rh(111); 1,544 or 3,088 atoms

PAO MSSF PAO MSSF MSSF

# SF 27,192 8122 54,384 16,244 16,244

# MPI 432 432 108 108 864

Matrix 64 400 156 1,455 406

Diag 1193 39 37,648 701 166

Total 1257 439 37,804 2156 572



MSSF: Applications



Domains in PTO/STO

Adv. Theory Simul. 3, 2000154 (2020) 

•PTO on STO
•Thin film (0-9 f.u.)
•Up to ~2,000 atom cells
•3 cell film shown

(a)Paraelectric
(b)Monodomain FE (in plane)
(c)Polydomain FE (out of plane)



Domains in PTO/STO

Adv. Theory Simul. 3, 2000154 (2020) 

•Compare FE modes to AFD

•Mono vs polydomain

•Effect of thickness

•Monodomain[110] stable (3 fu)

•Polydomain stable (>3 fu)

•Competition between:

•Ferroelectric modes

•Anti-ferrodistortive modes

www.advancedsciencenews.com www.advtheorysimul.com

Figure 3. The energy difference ΔE compared with the nonpolar paraelec-
tric films for the film configurations considered in Figure 1 versus the film
thickness in PTO unit cells, Nz. Since we use a fixed amount of STO sub-
strate, the formula unit of the film alters with Nz. This is accounted for by
the upper x-axis indicating the Pb/Sr fraction. The area in grey indicates the
domain of Nz for which the polydomain configuration is not considered.

substrate. As a result, we expect to see a component energy low-
ering from ferroelectric phases as we increase Nz since the en-
ergy of PTO is lowered with the onset of ferroelectricity (by 9.58
meV per atom in the bulk). We then expect to observe a rise in
energy for purely AFDphases since the the fraction of STO, favor-
ing AFD modes, has decreased. The energetics of film thickness
Nz = 0 are not present in Figure 3 since no ferroelectric phase
was stable. Adding AFD rotations does, however, lower the en-
ergy compared to the paraelectric film by an amount similar to
Nz = 1.
Considering first themonodomain in-plane ferroelectric films,

Figure 3 shows that the favored axis for the polarization is al-
ways [110] as was shown in a DFT study of the free-standing
film under compressive strain.[69 ] This is true with and without
the influence of AFD modes. This favorable direction seems to
diminish with film thickness becoming almost degenerate with
[100] polarization at Nz = 7 for the films not influenced by AFD
modes. When AFD modes are taken into account, the degree of
favorability for [110] polarization (compared with [100]) almost
doubles showing that [110] polarization is far more compatible
with a0a0c− rotations. We suggest that [110] polarization is more

favorable than [100] since P ∥ [100] is stunted by the epitaxial
strain. An increased distortion along the longer diagonal axis of
the supercell (of length

√
2aSTO) when compared with a distor-

tion parallel to one of the pseudocubic axes (of length aSTO) re-
lieves this stunting. We can also deduce whether coupling be-
tween AFD and FEmodes is cooperative or competitive. The sum
of ΔE for the FE [100] curve and the AFD curve is always lower
than the combined FE [100] + AFD curve. This indicates that
the the coupling is competitive with AFDmodes suppressing FE
ones and vice versa as is usually true for bulk modes. Whenmak-
ing the same comparison for [110] polarization (which is not ob-
served in the bulk), however, it very closely mirrors the combined
FE [110] + AFD curve. This suggests that FE and AFD modes
are at worst independent of one another, but for Nz = 2 or 3 are
mildly cooperative, with the FE [110] + AFD curve being lower in
energy than the sum by ≈0.2meV per atom (close to the resolu-
tion of the simulation).
Remarkably, the polydomain configuration is not universally

the ground state. Monodomain [110] polarization is the lowest in
energy until a film thickness of 4–5 unit cells. This is close to the
experimental observation of a polydomain structure at a thick-
ness of three unit cells[35 ] with the difference perhaps being an ar-
tifact of finite temperature in experiment. We note also that these
results agree with the theoretical findings of Shimada[31 ] in that
at a thickness of three unit cells, the polydomain configuration
is lower in energy than the paraelectric film. In this work, how-
ever, while the energy is lowered by this geometry, monodomain
in-plane [110] polarization is favored at this depth. It is important
to note that this work treats the PbO termination whilst the work
of Shimada treats the TiO2 termination. As we discuss later (in
Section 3.2), the Nz = 3 polydomain film does not condense the
flux-closure domain morphology but instead shows a polar wave
(Figure 5b). This clearly will have an impact on the energetics.
Comparing the energy of the combined polydomain FE + AFD
curve with the sum of the polydomain FE and AFD curves, we
find that the latter is always lower in energy (a gap which widens
with increasing film thickness). This suggests that polydomain
FE competes with AFDmodes. This effect is not as drastic as the
competition between FEmodes andmonodomain [100] polariza-
tion however.

3.2. Polarization Morphologies

In this section, we analyze and compare the polar morphologies
of the different films using a metric known as the local polariza-
tion, P(i). We define P(i) per 5-atom perovskite unit cell using a
linear relationship between the local mode and the Born effec-
tive charges Z∗ in the manner first suggested by Resta[62 ] (now
used in similar works[30,70 ]). We discuss this method in more de-
tail in the Supporting Information. A vector field of this quantity
has been calculated for all polar structures presented in Figures 4
and 5.
In Figure 4a, we show the Ti-centered local polarization along

the up and down domain centroids. The domain centroid here
is a string of Ti centered unit cells in the vertical direction lo-
cated at the centre of a domain. It is at the down domain centroid
that the maximal local polarization can be found, buried in the
upper third of the PTO film. Indeed, there is a discrepancy in

Adv. Theory Simul. 2020, 2000154 © 2020 The Authors. Published by Wiley-VCH GmbH2000154 (6 of 12)



Domains in PTO/STO

Adv. Theory Simul. 3, 2000154 (2020) 

•Polarization fields
a)Thickness 9: flux closure
b)Thickness 3: polar wave

•Competition between:
•Ferroelectric modes
•Anti-ferrodistortive modes

•Periodicity is p(2 x Λ)



• Pure Si NWs: size (radius, repeat length), doping

• ~600-2,500 atoms (MSSF)

• Electronic structure

Doped Silicon Nanowires
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• MSSF reproduces full lattice constant

• Gap reduces with increasing radius

• Converged by ~9nm diameter
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• PDOS depends on proximity to surface

• First 2-3 layers mainly

Pure Nanowires: DOS
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• Largest NW (7.3nm)

• Eight layers along axis

• As at edge (1) & centre (2)

• Flatter band at centre

Doping:  As
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Core-shell NWs: VBM/CBM

Si-Ge circular NW (large)

unoccupied

occupied



• Graphene on Rh(111)

• Topological defects in YGaO3

• Au nanoparticles

Other applications

consisting of 3,088 atoms [shown in Fig. 6(c)] are compared
in Table VI. These large systems were too computationally
expensive to be treated with plane-waves. The calculations
were performed with the supercomputer SGI ICE X [Intel
Xeon E5-2680V3 (12 cores, 2.5GHz) ! 2 and 128GB
memory per node] at NIMS. In the case of 108 processes,
the computational time with the MSSFs is about 18 times
shorter than that with the PAOs. Although additional time to
construct the contraction coefficients c is needed (the time is
included in “Matrix construction” in Table VI), the time for
the diagonalization of the electronic Hamiltonian of the
whole system, which is conventionally dominant in the total
computational time, is dramatically reduced. This is because
the computational cost of the diagonalization scales cubically
with the number of support functions, which is reduced
dramatically by the MSSF method. When the number of
cores increases eight times, the computational time with
MSSFs is reduced from 2156 to 571 s, almost a quarter.
Although this is not ideal scaling, it demonstrates that a large
speedup can still be achieved by parallelization. It should
be also emphasized that large-scale DFT calculations are
available with the MSSF method even for metallic systems.

3.2 Interfaces in ferroelectric YGaO3
The next example is an investigation of topological defects

in ferroelectric YGaO3.61) Ferroelectric domain walls are
attracting broad attention for next-generation nanoelectronics.
Although the basic properties of simple ferroelectric domain
walls can be well described by small DFT calculations,
complex domain patterns could not be treated since very
large supercells are needed to model the structure. The target
in Ref. 61 is a vortex core at which six kinds of structural
domains meet. To model the complex structure with a
periodic boundary condition, two pairs of vortex=antivortex

cores need to be included in the calculation cell, which
contains at least about 3,600 atoms. Using the MSSF method
with CONQUEST, the atomic-scale structure of the vortices
and their electronic structures have been investigated. TZDP
PAOs were contracted to MSSFs with rMS ¼ 6:4Å in the
calculations.

Before studying the complex topologically protected
vortex cores, calculations of two domain walls in the
1 ! 12 ! 1 supercell containing 360 atoms (shown in
Fig. 7) have been performed. The accuracy of the calcu-
lations using primitive TZDP PAOs and MSSFs was
confirmed by comparing to plane-wave calculations. The
phase Φ and the tilt angle Q [Fig. 7(a)] in the optimized
structure are shown in Figs. 7(b) and 7(c). The profiles of Φ
and Q found by TZDP PAOs and MSSFs are almost the
same and are only slightly different from those found by the
plane wave calculations. The average of the formation energy
of the two domain walls in the two-domain model were
calculated as 15.22, 14.43, and 13.72mJ=m2 by TZDP PAOs,
MSSFs and the plane waves, respectively, which are within
∼3mJ=m2 (∼0.1meV=Å2) difference. All these results
support the robustness and accuracy of the MSSF method
in this system.

Then the topologically protected vortex using a 3,600-
atom, 10 ! 12 ! 1 supercell, have been investigated with
MSSFs. The model consists of two vortex=antivortex pairs,
where the domain walls and the vortices are initialized in
P63=mmc symmetry, as taken by the paraelectric phase. Φ
and Q in the optimized structure are visualized in Figs. 8(a)
and 8(b). The optimized structure indicates that the structure
around the core adopts P3c1 symmetry. The DOS and the
electronic density in the energy region around the conduction
band minimum are illustrated in Figs. 8(c) and 8(d). In
Fig. 8(d), the vortex core has larger amplitude than the other
areas. According to the plane-wave calculations, the band gap
of the YGaO3 unit cell is decreased from 3.19 to 2.76 eV
by shifting the CBM due to the symmetry change from
P63=mmc to P3c1. These results suggest that the band gap of
YGaO3 will be reduced by the symmetry change at the vortex
core. Thus, it has been demonstrated that the large-scale DFT
calculations with MSSFs help us to investigate details of
complex vortex structures, leading to specific electronic
structures.

3.3 PbTiO3 films on SrTiO3 substrates
We have investigated a perovskite material, PbTiO3 films

PAO

PW
MSSF

diff

(a) (b) (c)

Fig. 6. (Color online) DOS for graphene on a Rh(111) substrate (460 atoms) with no oxygen atom (!O ¼ 0) and with 12 oxygen atoms in the interface
(!O ¼ 1=2) calculated with plane waves (black), PAOs (green), and multi-site functions (blue dashed). The red lines in the lower panels represent the DOS
difference between the PAOs and the MSSF calculations. Fermi-levels are set to be zero (black dashed). (c) Structure of corrugated graphene on Rh(111) with
3088 atoms. (Reproduced with permission from Ref. 60. © 2018 IOP Publishing.)

Table VI. Computational times of an SCF step with PAOs and MSSFs for
graphene on Rh(111) surface with 3088 atoms. (Data taken from Ref. 60.)

Function PAO MSSF MSSF

No. of support functions 54384 16244 16244
No. of MPI processes 108 108 864
No. of nodes 72 72 36

Time [s] Matrix construction 155.7 1455.4 405.9
Diagonalization 37647.7 700.8 165.9
sum 37803.5 2156.3 571.8

J. Phys. Soc. Jpn. 91, 091011 (2022) Special Topics A. Nakata et al.
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Fig. 7. (Color) (a) Crystal structure of ferroelectric YGaO3 (P63cm space group). The amplitude Q and phase Φ are quantified by the GaO5 tilt angle relative
to the [001] direction and the GaO5 tilt direction projected onto the ab plane, respectively. (b) Φ and (c) Q in the optimized structure of 360 atoms 1 ! 12 ! 1
supercell with two-domain patterns. (Reproduced with permission from Ref. 61. © 2020 American Physical Society.)

Fig. 8. (Color) Surface map of (a) Φ and (b) Q in the optimized structure and (c) density of states and (d) electron density around the conduction band
minimum [yellow region in (c)] of 3600 atoms 10 ! 12 ! 1 supercell with two vortex=antivortex pairs. (Reproduced with permission from Ref. 61. © 2020
American Physical Society.)
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investigate non-periodic materials such as glassy materials,
polymers and biomaterials. For example, in this section,
MSSF have been used to model a hydrated DNA system,59)

shown in Fig. 11. The solvent water molecules have been
treated explicitly in the calculations, therefore the system
consists of 634 atoms in the DNA, 932 hydrating water
molecules and 9 Mg counterions, in total 3,439 atoms. DZP
PAOs with 27,883 primitive functions have been contracted
to 7,447 MSSFs. Figure 11(a) compares the DOS of the
hydrated DNA calculated by the primitive PAOs and the
MSSFs. As discussed in Sect. 2.3.2, the MSSFs have
reproduced the DOS of the primitive PAOs with high
accuracy for the occupied states but not for unoccupied
states. To improve the accuracy of the unoccupied states,
we have introduced the SSM.59,67,68) SSM is an interior
eigenproblem solver for large sparse matrices, providing the
eigenvalues and eigenvectors in given energy regions with
high parallel efficiency.67,68) We have performed a SCF
calculation to optimize the electronic density using MSSFs
and re-constructed the electronic Hamiltonian in primitive
PAO basis with the optimized electronic density. Subse-
quently, one-shot SSM calculations have been performed for
the energy region of interest. For the hydrated DNA system,
we have performed the SSM calculations for the energy range
[!1 : 1] eV with an interval of 0.027 eV (0.001 hartree).
Thus, the unoccupied states of the hydrated DNA have been
improved as in Fig. 11(a). Figure 11(b) shows the calculated
HOMO and LUMO of the DNA system. The investigation of
the KS states is important to investigate materials properties
such as intramolecular electron transfers. The combination
of SSM with OðNÞ calculations in CONQUEST is also
a powerful tool to investigate the electronic structure of
extremely large systems. Although the OðNÞ method itself
does not provide information of KS eigenstates, SSM can
provide the eigenstates (= KS states) for the OðNÞ
Hamiltonian. The KS-state calculations around the Fermi
level for a system with 194,573 atoms has been achieved
with this combination.59)

3.5 Metallic nanoparticles
In this section, we show an example of the calculations of

metallic nanoparticles with MSSFs briefly. The size-con-
trolled metallic nanoparticles show high catalytic reactivity,

and the combination of nanoparticles and substrate is one of
the important factors to affect the reactivity. The interface
between the nanoparticle and the substrate is a kind of hyper-
ordered structure. We have investigated an Au nanoparticle
with 923 atoms in octahedral (Oh) symmetry, consisting of
six layers [Fig. 12(a)], using DZP PAOs. The diameter of this
six-layered nanoparticle is about 3 nm, which is close to the
sizes used in actual experiments.69) The nano-size calculation
model enables us to investigate the site-dependence of
the atomic and electronic structures of nanoparticles.
Figures 13(a) and 13(b) show the intra- and inter-layer
nearest neighbor atomic distances of the nanoparticle,
respectively. The atomic distances of the inner layers are
close to those in a bulk fcc system, while they are distributed
widely in the outer layers. The wide distribution of the intra-
layer distances corresponds to the site dependence, i.e., the
atomic distances around the center of the faces (about 2.9Å)
are longer than those around the vertices and edges (about
2.8Å). Figures 14(a) and 14(b) show the projected DOS
(pDOS) of an Au atom in a bulk system and at the vertex of
the nanoparticle. The electronic structure at the vertex of the
nanoparticle is quite different from that in the bulk, where the
d-band center is shifted closer to the Fermi level, which
suggests high reactivity at the vertex.

Not only the vertices of the nanoparticles but also the
interface between the nanoparticles and the substrate have
been considered as reaction active sites.3) To treat nano-scale
metallic nanoparticles (i.e., not clusters) on substrates, large
calculation models with several thousand of atoms are
required. With MSSFs, we can treat these large models of
the catalytic systems. For example, Fig. 12(b) shows the
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Fig. 11. (Color online) (a) DOS calculated using MSSFs (rMS ¼ 4:2Å) (blue, lower line), SSM (red, upper line), and primitive PAOs (inset) and
(b) molecular orbital pictures of hydrated DNA calculated using SSM. (Reprinted with permission from Ref. 59. © 2017 American Chemical Society.)

(a) (b)

Fig. 12. (Color online) Optimized structures of (a) Au nanoparticle in Oh
symmetry with 923 atoms and (b) Au particle on Mg(001) surface.
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Linear scaling



How to make it local ?

46

Density matrix

�(r, r�) =
�

n

fn⇥n(r)⇥�
n(r�)

�(r, r�)⇥ 0, |r� r�|⇥⇤

⇢(r, r0) = 0, |r� r0| > Rc



How do we represent it ?

47

Support functions: local in space
Ranged matrix, K

�(r, r�) =
�

i�,j⇥
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Linear scaling DFT

•Minimise total energy with respect to          and            
subject to:

1. Correct electron number

2. Self consistency (potential, charge density)

3. Idempotency of density matrix

�i�(r) Ki�,j⇥

�2 = �



Truncating density matrix: O(N)

• The support functions are confined within 
a sphere, radius Rreg

• The K matrix is truncated

• All matrices are sparse, ρ is local

• By increasing radii, approach exact result

Ki↵j� = 0, |Ri �Rj | > Rc
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Linear scaling DFT
•How do we find K ?
•Direct methods
•LNV
•OMM

•Iterative methods
•McWeeny
•TC etc

•Divide-and-conquer
•Recursion (Lanczos etc)
•Penalty functionals

•Alternative: OFDFT



Truncation
•Spatial truncation
•Approximate DM sparsity/range (imposed)
•Variational
•Consistent sparsity patterns (parallelisation)
•LNV, OMM

•Numerical truncation
•Approximate DM decay (impose tolerance)
•Non-variational (?)
•Varying sparsity patterns
•McWeeny, TC2 etc

Rep. Prog. Phys. 75  036503  (2012)



Idempotency

52

Hard to impose K2 = K
Use approximation (McWeeny)
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•Imposing idempotency is difficult

•We use the McWeeny transform:

•Here σ is an auxiliary density matrix

•If λσ lie in [-0.5, 1.5] then λρ will lie in [0,1]

•Vary energy with respect to elements of σ

•During minimisation, ρ tends towards idempotency

Minimising K: LNV

� = 3⇥2 � 2⇥3



•Prefactors

•Accuracy (truncation vs BZ sampling)

•Information required (eigenstates)

•Parallelisation

•Timescales (linear scaling MD and weak scaling)

Issues to consider



Linear scaling: applications
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FIG. 1. a-c) Bird’s eye views of trench configurations described in
the text. +AFD is bracketed in (a) and (b) as they treated with and
without AFD modes. (a) Parallel to the domain wall, positioned over
the domain wall: kDW. (b) Parallel to the domain wall, positioned
over a domain centroid: kDC. (c) Perpendicular to the domain wall:
? + AFD. d) Looking down the axis (the [010] direction) of the d = 1
kDW film.

(v1.0.526) is used with a single-z plus polarization basis
set of pseudoatomic orbitals27–29, norm-conserving Hamann
pseudopotentials30 (v0.4 from PseudoDojo31) and the local
density approximation of Perdew & Wang32. We begin with
a polydomain and free-standing PbO terminated film seven
unit cells in thickness, with a 20 Å vacuum region in the
out-of-plane direction to prevent unfavorable interactions be-
tween film images. An epitaxial strain of 1.2% is imparted
to represent the experimental PTO/STO lattice constant mis-
match (the conditions where DW alignment has be observed
in experiment1–4). Accordingly, the equilibrium 180� stripe
domain period L is used, which we find to be 12 unit cells.
Like in similar works16,18,33, this film condenses the flux-
closure domain structure. One unit cell wide trenches are now
placed on both surfaces of the film, laterally separated by L
(12) unit cells in one of three positions: over the DW running
parallel to the DW (kDW, Fig. 1a), over the DC running paral-
lel to the DW (kDC, Fig. 1b) or running perpendicular to the
DW (Fig. 1c). Films with the last trench position must feature
antiferrodistortive (AFD) modes since the even in-plane pe-
riodicity, broken surface symmetry and PbO termination will

TABLE I. The relative stabilities of the films described in the text and
shown in Fig. 1. Energies are given relative to kDC + AFD (the most
stable considered arrangement) per formula unit (FU); the number of
atoms in the parallel trench arrangements. For d = 1,2 and 3, this is
the energy per 428, 412 and 396 atoms, respectively.

E - E(kDC + AFD) [eV/FU]

kDC + AFD kDW + AFD ? + AFD kDC kDW

d = 1 0 +0.219 +1.706 +3.852 +4.106
d = 2 0 +0.361 +0.881 +4.089 +4.095
d = 3 0 +0.141 +1.951 +4.639 +4.878

always invoke the AFD c(2⇥2) surface reconstruction34 (en-
hanced surface a

0
a

0
c
� octahedral rotations). We label these

films ? + AFD. For fair comparison, we double the in-plane
periodicity of kDW/DC to additionally consider kDW/DC + AFD
films. In doing so, we are able to discern the possible im-
pact of AFD modes on the DW alignment mechanism. Each
film listed so far is treated with trench depths of d = 1,2 and
3 unit cells while ensuring that the trench floor is also PbO
terminated (as shown in Fig. 1d). To investigate the effects of
lateral trench-trench interactions, we perform two further sim-
ulations of the d = 1, kDW/DC films, but with trenches laterally
separated by 4L (kDW/DC

4L ). We relax the structure of each film
until the magnitude of the force on each atom falls below 0.01
eV/Å. Further details pertaining to the method and supercell
configurations can be found in the supplementary material.

The relative stability of each film is given in Table I. It
is clear immediately that the most stable trench arrangement
treated in this letter is kDC + AFD, true for d = 1,2 and 3 sup-
porting the results of an effective Hamiltonian study16. We
see that a hierarchy of stabilities is preserved independently
of the d treated in this letter. In order of decreasing stabil-
ity we have kDC + AFD, kDW + AFD, ? + AFD and then
the films without AFD modes: kDC and kDC. The fact that
this hierarchy predicts that trenches parallel to DWs are more
stable than those perpendicular to the DW well reproduces
experimental observations1–4 solidifying the accuracy of our
approach. For trenches parallel to the DW, we see that part
of this hierarchy is preserved independently of the presence
of AFD modes. While this strongly implies that AFD modes
play little-to-no role in the DW allignment mechanism, we do
see that the inclusion of AFD modes (and the ensuing surface
reconstruction18,34) greatly lowers the total energy and leads
to strong antiphase tilts (of ⇡ 12�) at the surface which lo-
cally suppress polar modes in agreement with a study using a
similar method18. Remarkably, these modes persist at a sim-
ilar magnitude at the floor of the trench despite the broken
connectivity with the surface octahedral tilt network. We also
find that the kDC

4L film is more stable than kDW
4L by 0.359 eV/FU

(eV/1760 atoms, consistent with the FU definition described
in the caption of Table I.); part of the hierarchy is unaffected
by larger lateral trench separations, consistent with the obser-
vation of DW alignment for isolated defects3. It is clear now
that the DW alignment mechanism is robust to the conditions
tested in this letter.

•Domain walls align parallel 
to surface trenches

•PTO film strained to STO
•O(N) calculations
•Up to 5,136 atoms

•Most stable parallel to DC

PRL 127, 247601 (2021)
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FIG. 2. Local polarization (P(i)) vector fields calculated using the linear approximation first noted by Resta35, now successfully applied in
other works6,15,18,33. Atom coloring is shared with Fig. 1 but O is removed for clarity. a) At the DC of the pristine film. The Pb site in the
grey box is used in the scale bar positioned below d). b) At the DC of the d = 1 kDC film. The purple dashed box is discussed in the text. c)
At the DW of the pristine film. d) At the DW of the d = 1 kDW film. The orange dashed box is discussed in the text. e) A single polar vortex
of the d = 2 ? + AFD film from the region colored on e) i). e) ii) and e) iii) depict strings of Ti-centered local polarizations along the [010]
direction from the color-matched dashed circles on e).

The stability of the different films can be best understood by
considering how the polar texture adapts to a trench. That is,
regardless of orientation, a trench must introduce new discon-
tinuities to the polar texture of a pristine film (the film with-
out trenches) and therefore new depolarizing fields. The most
stable arrangement must then be the one which best restores

continuity to the polar texture, thus minimizing the trench-
induced depolarizing fields. In applying this principle, the fa-
vorability of kDC over kDW can be understood clearly from
the local polarization vector fields show in Fig. 2a-d. Inde-
pendent of the d treated in this letter, we find that the local
polarization near the DC for the kDC film (Fig. 2b) is barely
modulated in comparison to near the DC of the pristine film
(Fig. 2a). This is made clear by the two Ti-centered polar-
ization vectors in the purple dashed box of Fig. 2b which
reproduce the two surface modes present for the pristine film
in the area for which trench was inserted. We reason that this
is because we have removed a unit cell at a site of preexisting
out-of-plane polar discontinuity. The resulting polar texture
then arises from minimizing similar depolarizing fields to the
pristine film. This contrasts greatly with the kDW films (Fig.
2d) where there are large differences in the local polarization
compared with the pristine film (Fig. 2c). In this case, the
trench removes material in a region of continuous in-plane po-
larisation at the cap of a polar vortex. This creates a new and
large discontinuity in the polarization, giving rise to new in-
plane depolarizing fields which are subsequently minimized
by rotations of the local polarization at the trench edges to-
wards [010] (or [01̄0]) and [001̄]. While this minimization
increases the stability of the film, the resulting polar texture

sees the two Ti-centered local polar modes in the orange box
of Fig. 2d stuck between a rock and a hard place. That is, they
are arranged in an electrostatically unfavorable near-head-to-
head configuration. To compensate for this, the mean out-of-
plane polarization of kDW films are reduced by ⇡ 5% com-
pared with kDC films. All of these effects are reasoned to give
rise to penalties in stability of kDW.

The low stability of ? + AFD films can also be realized
using the local polarization vector fields. Unlike trenches run-
ning parallel to the DW, these trenches are equivalent to in-
terfacing a complete axial slice of the flux-closure domain
structure of a thinner film with a thicker one. For example,
at d = 2, a single unit cell wide and 3 unit cell thick axial slice
(recall that a trench is present on both surfaces) is inserted.
This slice has weaker out-of-plane polarization components
than the surrounding 7 unit cell thick film; an experimentally
observed effect for thinner pristine films36. In spite of this, the
mean out-of-plane polarization for the entire film is greater
than kDW/DC + AFD films. We find that while ? + AFD films
introduce little discontinuity parallel to the direction of the
polarization, discontinuity perpendicular to its direction has
striking effects. That is, Fig. 2e shows strong rotations of
the local polarization in the (010) plane as we travel along the
[010] direction within a single polar vortex (the region high-
lighted on Fig. 2e (i)). Fig. 2e (ii) shows a sharp rotation
as we approach the trench edge while Fig. 2e (iii) shows a
smooth rotation in order to create a continuous interface be-
tween the different flux-closure domain structures of the 7 unit
cell thick and the thinner 3 unit cell thick regions. As a result,
the domain structures of the ? + AFD films are most severely

•Local polarisation fields for the three orientations
•Key: how polar texture adapts to trench
•PRL 127, 247601 (2021)
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FIG. 3. Out-of-plane surface strain esurf
33 along [100] for: a) the d = 1,

kDC
4L film and b) the d = 1, kDW

4L film. The underlying strain of the
pristine film is shown for means of comparison. Up domains are
colored light grey, down domains are colored a darker grey and the
trench site is colored in light red.

modulated from the pristine film geometry affirming their low
stability compared with kDW/DC + AFD films.

Our simulations support the experimental observation3 of
trench-induced out-of-plane negative strains. Consistent with
their method3, we define the out-of-plane strain esurf

33 of sur-
face unit cells relative to the average out-of-plane lattice pa-
rameter of the pristine film (4.051 Å in our simulations). We
find that negative strains emerge for all film geometries in
the close vicinity of the trench (within ⇡ 4 � 6 unit cells).
These strains are only weakly dependent on the considered
d with the exception of d = 3 which gives rise to large nega-
tive strains further from the site of the trench which we expect
to be a fictitious artefact the supercell geometry (the vertical
trench-trench interaction is too strong as at d = 3 they become
separated by only a single unit cell) as discussed in the sup-
plementary material. When increasing the trench separation
to 4L, we observe no change in the range or character of the
strain field. These fields are shown in Fig. 3, overlaid with the
underlying strain field of the pristine film. We see in Fig. 3a
that near the trench, the trench-induced negative strain coop-
erates the negative strain of the pristine film at the bottom sur-
face (where P(i) is directed along [001]) of kDC

4L . The positive
strain of the pristine film is a cancelled on the upper surface.
Fig. 3b shows that kDW

4L brings slightly longer-range disorder
to the surface strain field than kDW

4L . While these effects could
contribute to the DW alignment mechanism via coupling to
the polarisation (i.e. piezoelectric and/or flexoelectric contri-

butions), our method does not allow us to separate these con-
tributions from changes in the polarization emerging from the
aforementioned depolarizing field minimization.

In summary, we have investigated the mechanism
for experimentally observed parallel DW alignment with
(engineered3,4 or otherwise1,2) surface trenches using state-
of-the art large scale DFT simulations on as many as 5,136
atoms. We assert that although the mechanism could have
many contributing components, it can be satisfactorily ex-
plained by how well the polar texture of a film can adapt to
a trench. In other words, the most favourable trench orien-
tation is the one where the dipole moments in the vicinity
of the trench are able to relax into a position where the en-
ergy penalty from new trench-induced depolarizing fields are
reduced the most. Subsequently, we expect the most stable
polar texture to best restore polar continuity near the trench
and to resemble the polar texture of the pristine film. These
conditions hold true for the kDC films which we find to be
the most energetically stable arrangement treated in this let-
ter, independent of the presence of AFD modes, larger lateral
trench separations (L and 4L) and three values of d (1, 2 and
3 unit cells). In agreement with experiment3, we find large
negative strains in the vicinity of our trenches for all film
types. While it is possible that this contributes to the align-
ment mechanism via piezoelectric and/or flexoelectric effects,
we cannot decouple this from other effects within our method.
Finally, we remark that the system sizes treated within this let-
ter greatly surpass what are usually treated for ab initio stud-
ies of perovskite FE systems (and indeed DFT studies in gen-
eral). We have then demonstrated the power and scalability of
the O(N) algorithm21–23 implemented in the CONQUEST
code24,25 which we now expect to become widely adopted.
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Heteroepitaxy: Ge/Si(001)
• Nanostructures & self-assembly fascinating

• Ge on Si(001) has 4.2% lattice mismatch 

• After ~3ML, 3D hut clusters appear 

• Is it driven by kinetics or energetics ?

• Sergiu Arapan (NIMS)

2xN MxN Huts



Heteroepitaxy: Ge/Si(001)
• Hut clusters are complex, 3D objects

• Experimentally facets grow top-down

• What can we learn with O(N) DFT ?

Huts Top Side

Y. -W. Mo, D. E. Savage, B. S. Swartzentruber 
and M. G. Lagally, PRL 65, 1020 (1990)



Ge/Si(001):Optimisation

We performed structural relaxation of 200,000-atom systems 
with O(N) DFT. 

42.4$nm�

31.5$nm� Germanium

Silicon



• How do huts grow ?

• Experiment shows complete new facets

• We study dimer stability: where on the face ?

• Elongated hut (blue: 8x13; yellow: 8x14)

• 6149 Ge atoms, 13824 Si atoms

Hut Cluster Growth



• Energy map for ad-dimers

• Red is stable, blue is less stable

• Short side only

• Two types of dimer: A and B

• A (generally) more stable

• Edges, base important

Hut Cluster Growth
2

FIG. 1: (colour online) a) A 16⇥ 26 Ge hut (light- and dark-
grey spheres) on a 24 ⇥ 36 Si substrate (blue spheres) with
two Ge wetting layers (grey spheres). Dark-grey spheres show
atom positions of the outermost layer of small {105} facets.
b) Top view of the left half of the left {105} facet of the
hut shown above. Dark-grey spheres show positions of the
{105} facet layer atoms (large spheres) as well as atoms of the
(105) surface (smaller spheres) that form the Uss (a structure
marked with a grey box). c) Top view of the left half of the left
{105} facet of the 16⇥28 hut with additional facet layers (A-
dimers and B-dimers are shown as yellow and orange spheres,
respectively) and a close up view of a Uss. Atoms at positions
close to that of atoms of the Uss of the previous facet (Fig. 1b)
are shown as dark-grey spheres.

trix RL = 16 bohr and an energy cuto↵ of 60 Ha for
the charge density grid. Structure relaxation was per-
formed via quenched molecular dynamics by using the
FIRE method [14] with some modifications to account
for slow convergence in the case of large systems [15].

A structure of a realistic {105} facet is shown in
Fig. 1b. Regular part of the (105) surface is made of
Uss (structure enclosed in a shaded rectangle). On can
observe some irregular sites at the boundary between
{105} facets, where only single dimers of the facet layer
are shown. A similar view of the same facet, but with
an extra facet layer is shown in Fig. 1c. Extra dimers
that make the new {105} facet layer are shown as yel-
low and orange spheres. Together with dimers of the
previous layer they make new Uss (except for irregular
positions at the facet boundaries). This set of ad-dimers
is the object of current study. At first glance one could
notice two types of single ad-dimers that build an Uss
(Fig. 1c). Both Ge atoms of the dimer denoted as A
(A-dimer) make two bonds with atoms of the underly-
ing facet, while one Ge atom of the dimer denoted as
B (B-dimer) makes only one bond with surface atoms.
This fact indicate that positions of single B-dimers on
the {105} facet could be unstable. One may also ob-
serve that positions of A-dimers correspond to those of
stable ad-dimer found by Cereda et al [10]. However,
in contrast to a perfect (105) surface, we expect a posi-
tion dependence for energies of single ad-dimers on a hut
facet.

FIG. 2: (colour online) a) An energy map of single Ge ad-
dimers and b) local atomic structure (light green and dark
grey spheres) of selected ad-dimers (yellow spheres). Dark
grey spheres show optimised positions of atoms that form Uss
of the underlying (105) surface. Bonds that exceed 2.8Å are
shown as thin tubes. Label denotes a pair of dimers.

We studied the relative stability of single ad-dimers
by performing a set of structure optimisation calcula-
tions for the target hut with additional Ge dimers on
the {105} facet. Single Ge dimers where placed on top
of the (105) surface of the optimised 16 ⇥ 26 hut at po-
sition the same dimer have on the {105} facet layer of
the relaxed 16 ⇥ 28 hut. We had also changed the lo-
cal atomic environment (LAE), nearest (NN) and next-
nearest (NNN) neighbours, of an ad-dimer according to
its LAE on the larger hut cluster system. Results of cal-
culations are shown as single dimer energy distribution
map in Fig. 2a. The colour of an ad-dimer is linked to
the change in energy�E/atom when adding the dimer to
target system (all energy values are given relative to the
energy of an ad-dimer on Ge wetting layer). As expected,
most of B-dimers are unstable (dark-blue spheres), while
A-dimers have their energy dependent on position. It
turns out that facet boundaries favour the adsorption of
single Ge dimers (red spheres). We may also observe
that some B-dimers close to the boundaries are energet-
ically more stable than A-dimers located in the regular
region of the {105} facet. There exists a close relation
between energy of an ad-dimer system and dimer LAE
(Fig. 2b). A typical LAE for either A or B ad-dimers
is shown for the pair of dimers labeled 8. Atoms of A-
dimers have the ”maximal” (3-fold) coordination for a
single dimer on the {105} facet. For an energetically less
stable B-dimer structure an atom has a weak bond with
underlying surface atoms. For a stable B-dimer its LAE
resembles that of a A-dimer. By analysing bond lengths
of an ad-dimer and its LAE we noticed the following cor-
relations. Within B-dimers energetically more stable are



Electronic structure

•States within 0.01eV of 
Fermi level

•Confined to hut

•43 of 213,633 states

J. Chem. Theo. Comput.  13  4146  (2018)



• MD with O(N) solver

• Core-shell NWs (~5,000 atoms) at 3000K

• Ge melts first

• NPT also possible

Linear scaling MD

(a) (b)

(c) (d)

Ge
Si

Si
Ge



Conclusions
• Large-scale DFT with CONQUEST

• Up to 1,000 atoms with no restriction

• Up to 10,000 atoms with MSSF

• Up to 1,000,000 atoms with O(N) (so far)

• Application of DFT to PTO films

• Very accurate basis sets

• Polar domains in thin films

• Interaction of domains with trenches
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