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Ab initio methods for 
solid/liquid interfaces!

http://vaspsol.mse.cornell.edu

Solvated Water in DMC

Method Dielectric energy Cavitation energy Solvation energy

DFT -19 mHa

DMC -20(1) mHa

Classical DFT* 4.90 mHa

Classical DFT+DMC -15(1) mHa

Expt5 -10 mHa

5.  T. Truong and E. Stefanovich, Chem. Phys. Lett. 240. 253 (1995).* Classical DFT from Ravishankar Sundararaman

Richard G. Hennig, Cornell University 

Computational Methods for Structure Prediction and 
Solid/Liquid Interfaces for Energy Materials

Data mining for novel!
2D materials

Genetic algorithm for 
structure predictions!

http://gasp.mse.cornell.edu 
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Richard G. Hennig, Cornell University 

Computational Methods for Structure Prediction and 
Solid/Liquid Interfaces for Energy Materials

• Prediction of compound formation and phase diagrams 
from quantum mechanics and genetic algorithms!
-                       code for structure prediction!
- Application to materials for energy applications Li-Si and Li-S!
- Testing of the accuracy of empirical potentials!

• Solvation included in DFT and QMC through external potential!
- Application to semiconducting and metallic nanocrystals!
- Desorption of ligands in polar solvents!

Nature 451, 445 (2008), PRB 87, 184114 (2013), Phys. Rev. B 87, 184114 (2013), 
J. Phys.: Condens. Matt. 25, 495401 (2013), 
ACS Nano 6, 2118 (2012), JACS 133, 3131 (2011), Phys. Rev. B 85, 201102 (R) (2012) 

How can we predict the formation of novel compounds, 
their structure, composition, and stability?!

How can we include solvation effects for surfaces?
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The Energy Landscape
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Minimum Free Energy Principle

Computational structure prediction based on optimization!
• Stable structure ⇒ Lowest free energy!
• Minimize the (free) energy!
• Stability against competing phases!

Energy methods!

• Density-functional theory offers balance of speed and accuracy!
• Pseudopotentials and plane-wave basis (VASP)

Interpolative!
(Semi-)empirical methods

Extrapolative and predictive!
First-principles or ab-initio methods
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General Features of the Energy Landscape

Bell–Evans–Polanyi principle!
• Highly exothermic chemical reactions have low activation energies!
• Low-energy basins are expected to occur near other low-energy basins!
• These regions are referred to as ‘funnels’

mailto:rgh27@cornell.edu
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General Features of the Energy Landscape

Probability distribution of energies of local minima!
• Basins with lower-energy minima have larger hyper-volumes!
• Related to similar elastic constants, vibrational frequencies for different structures!
• Power law probability 

distribution of these 
hyper-volumes!

• Order in the arrangement 
of basins of different sizes!

• Smaller basins filling 
gaps between larger ones

For each system, we ran two sets of simulations. First,
constant-temperature molecular dynamics was performed
and by regularly minimizing configurations generated along
the trajectory we obtained pmin!E ,T" and hence !min!E" !and
a Gaussian fit to it". We chose temperatures well above the
glass transition where equilibrium sampling of the liquid is
easy to obtain. Second, Metropolis Monte Carlo simulations
were performed on the transformed landscape, from which
pmin

trans!E ,T" and hence A!E" was obtained. As a check of the
sampling, pmin

trans!E ,T" distributions were collected at several
temperatures. The resulting area distributions were in good
agreement, confirming the reliability of the approach.

In Fig. 3!a", A!E" is depicted for these three systems. In
agreement with our expectation that the deeper, more con-
nected minima should have larger basins of attraction, the
basin areas decrease very rapidly with increasing energy in
an approximately exponential manner. The probability distri-
butions for the hyperareas of the basins of attraction are il-
lustrated in Fig. 3!b". It is apparent that the distributions
follow an approximate power law over the whole range of
areas sampled, which is between 13 and 18 decades depend-
ing on the system. Closer inspection shows that the distribu-
tions begin to curve slightly downwards for larger areas, but
that for the smaller basins the distributions very closely fol-
low the prediction from the Apollonian analogy for 8 to 9
decades for the binary Lennard-Jones and Dzugutov systems,
and 5 decades for amorphous silicon.

These results have a number of important implications for
the fundamental properties of energy landscapes, and the in-
herent structure mapping in particular. First, they show that
this mapping produces a very heterogeneous division of con-
figuration space with the deeper basins having much larger
basins of attraction. Second, there appears to be a strong
analogy between the way that basins of attraction tile the
energy landscape, and hyperspheres fill space in an Apollo-
nian packing. This similarity is exemplified by the power-law
distribution of the basin areas at small A, which has exactly
the expected exponent over a very wide range of basin areas,
and suggests that the basins divide configuration space in a
fractal-like manner. Of course, the analogy must break down
at some sufficiently small length scale, because the number
of minima on an energy landscape, although large, is neces-
sarily finite, whereas the Apollonian packings require an in-
finite number of hyperspheres to fill space. However, there is
not yet any sign of this breakdown in the energy range that
we have sampled. We should note that this energy range
corresponds to the parts of the PEL sampled by a liquid, and
in future work it would be interesting to try to use enhanced
and biased sampling techniques to sample the basin area dis-
tribution at both higher and lower energies.

Third, if, as for the Apollonian networks, the degree is a
power-law function of the area #23$ !or equivalently the hy-
perlength of the basin boundary" the power-law distribution
of basin areas is a signature that the underlying pattern of
connections between the minima is scale-free. Thus, our re-
sults suggest that this scale-free topology is not just specific
to small Lennard-Jones clusters, but a more universal prop-

erty of energy landscapes. Indeed, there is evidence that the
energy landscapes of polypeptides also have a scale-free
character #39$. Fourth, the fractal-like character of the energy
landscape provides a static explanation of the origin of the
scale-free topology of inherent structure networks. However,
this is not the end of the matter, since why the basins provide
a fractal-like tiling of the energy landscape is still a puzzle,
and one which we will explore in future work.

The authors are grateful to the Engineering and Physical
Sciences Research Council !C.P.M" and the Royal Society
!J.P.K.D" for financial support.
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FIG. 3. !Color online" !a" The dependence of the basin area on
the energy of the minima, and !b" the cumulative basin area distri-
butions for the binary Lennard-Jones !BLJ" and Dzugutov !Dz" liq-
uids, and amorphous Si. To aid comparison between these systems,
the basin area and the energy are measured with respect to the
largest basin and the lowest-energy minima that have been sampled,
respectively. Additionally, in !b" the power-law predicted by the
analogy to Apollonian packings has been added for comparison
#38$.

BRIEF REPORTS PHYSICAL REVIEW E 75, 037101 !2007"

037101-3

Binary Lennard-Jones

Amorphous silicon

Dzugutov liquids

Massen & Doyle, Phys. Rev. E 75, 037101 (2007)
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Illustration of Energy Landscape

Configuration coordinate

       3N dimensional

Energy

Power-law distributions for the areas of the basins of attraction on a potential energy landscape

Claire P. Massen
Department of Chemistry, University of Cambridge, Lensfield Road, Cambridge CB2 1EW, United Kingdom

Jonathan P. K. Doye*
Physical and Theoretical Chemistry Laboratory, Oxford University, South Parks Road, Oxford OX1 3QZ, United Kingdom

!Received 7 September 2005; revised manuscript received 8 December 2006; published 19 March 2007"

Energy landscape approaches have become increasingly popular for analyzing a wide variety of chemical
physics phenomena. Basic to many of these applications has been the inherent structure mapping, which
divides up the potential energy landscape into basins of attraction surrounding the minima. Here, we probe the
nature of this division by introducing a method to compute the basin area distribution and applying it to some
archetypal supercooled liquids. We find that this probability distribution is a power law over a large number of
decades with the lower-energy minima having larger basins of attraction. Interestingly, the exponent for this
power law is approximately the same as that for a high-dimensional Apollonian packing, providing further
support for the suggestion that there is a strong analogy between the way the energy landscape is divided into
basins, and the way that space is packed in self-similar, space-filling hypersphere packings, such as the
Apollonian packing. These results suggest that the basins of attraction provide a fractal-like tiling of the energy
landscape, and that a scale-free pattern of connections between the minima is a general property of energy
landscapes.

DOI: 10.1103/PhysRevE.75.037101 PACS number!s": 89.75.Da, 31.50.!x, 61.20.Ja, 89.75.Hc

The potential energy surface, which defines how the po-
tential energy depends on the coordinates of all the atoms in
a system, has a complex, multidimensional landscape #1$. In
recent years, there have been intensive efforts to understand
the behavior of systems, such as proteins, supercooled liq-
uids and clusters, in terms of features of these energy land-
scapes #2$. This research programe has led to important in-
sights into how proteins fold #3$ and the origins of the
unusual dynamic properties of supercooled liquids #4,5$.

Many of these applications rely on the inherent structure
mapping introduced by Stillinger and Weber #6$ that is illus-
trated in Fig. 1. It divides the energy landscape into basins of
attraction surrounding the minima on the energy landscape,
where a basin is defined as the set of points for which fol-
lowing the steepest-descent paths downhill from those points
leads to the same minimum. The utility of the inherent struc-
ture approach is that it allows the behavior of the complete
landscape to be conceived in terms of the properties of the
individual basins #7$, which are themselves tractable to cal-
culate. Hence, landscape-based descriptions of a system’s
thermodynamics and dynamics can be obtained #1$.

In many of the analyses of energy landscapes, the aim has
been to understand differences in behavior, e.g., proteins that
are good or bad folders #8,9$, or supercooled liquids that
show strong or fragile dynamics #10,11$, in terms of differ-
ences in the energy landscape. However, there has been
much less attention on the more universal organizing prin-
ciples that are common to all such complex landscapes. For
example, it is known that the number of minima scales ex-
ponentially with system size #12$, and the distribution of
minima as a function of energy is a Gaussian #13$, but what
is the nature of the division of the landscape into basins and

the pattern of connectivities between these basins? In par-
ticular, does the inherent structure mapping lead to an equi-
table division of configuration space into basins, or an ineq-
uitable one where a small minority of the basins occupy a
substantial majority of the space?

Clues from recent work on the energy landscapes of small
Lennard-Jones clusters #14,15$ perhaps suggest the latter sce-
nario. The network of minima connected by transition states
was found to be scale-free #16$, that is the probability distri-
bution for the degree !the number of connections to a node in
the network" has a power-law tail. Such a feature has been
found for many technological, social, and biochemical net-
works #17,18$, however, unlike these other networks where
the scale-free behavior arises from the dynamics of network
growth #16$, these inherent structure networks are static.
Hence the origin of the scale-free topology remains a puzzle.

One potential answer is that the network structure reflects

*Electronic address: jonathan.doye@chem.ox.ac.uk

b)

FIG. 1. !Color online" !a" A model two-dimensional energy
landscape and !b" its associated contour plot illustrating the inherent
structure mapping. In !b" the landscape has been divided into basins
of attraction where the basin boundaries are represented by the thick
lines, and the minima and transition states by points.

PHYSICAL REVIEW E 75, 037101 !2007"

1539-3755/2007/75!3"/037101!4" ©2007 The American Physical Society037101-1

• 1D and 2D cuts through 3N-dimensional configuration space!
• Not a good representation of the distribution of basins in 3N dimensions!
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Illustration of Energy Landscape

• 1D and 2D cuts through 3N-dimensional configuration space!
• Not a good representation of the distribution of basins in 3N dimensions!
• Similarities between Apollonian sphere packings and energy landscapes

Doye & Massen Phys. Rev. E 71, 016128 (2005)
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Symmetry and Structural Motifs

Correlation between energy and symmetry!
• Low (and high) energy minima tend to correspond to symmetrical structures!
• High symmetry of low-energy minima supported by the ubiquity of crystals

The Rule of Parsimony: “The Number of 
essentially different kinds of constituents in a 

crystal tends to be small.” (Linus Pauling 1929)

( )D.J. WalesrChemical Physics Letters 285 1998 330–336 335

Ž . Ž .Fig. 2. The lowest left and two highest energy minima for 55- and 100-atom Lennard-Jones clusters top and middle rows and a model
Ž .Ag cluster bottom row .80

the present approach above may be useful in this
regard.
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Frequency of Space Group Symmetries

Space Group Pnma P21/c Fm  m Fd  m
Frequency 7.4% 7.2% 5.6% 5.1%
Examples Fe3C, CaTiO3 ZrO2 Cu C, Cu2Mg

3̄ 3̄

Inorganic systems show different space group frequencies!
• 67% of about 100,000 compounds occur in only 24 space groups

For small organic molecules!
• 75% of about 30,000 compounds occur in only five space groups!
• 29 space groups only have one entry and 35 space groups none at all

Space Group P21/c P 1 P212121 P21 C2/c
Frequency 36% 14% 12% 7% 7%

Some space groups are much more common than others in crystals

1̄

• Note: bcc is not one of the top 24 space groups
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Specific Features of the Energy Landscape

Chemical considerations!
• Know a great deal about the chemistry of the systems we study!
• Know which atomic types prefer to bond to one another!
• Approximate bond lengths!
• Likely coordination numbers of the atoms!

Resulting empirical rules!
• Hume-Rothery rules!
• Laves rules for intermetallics!
• Pauling rules for ionic materials!
• Pettifor structure maps 

...

E. Tasci http://www.emresururi.com/physics/?p=63

mailto:rgh27@cornell.edu
http://www.emresururi.com/physics/?p=63


rhennig@cornell.edu IPAM – Batteries and Fuel Cells!
November 4-8, 2013 • Los Angeles, CA

Crystal Structure Prediction is Hard: NP-Hard

John Maddox (1988)

• Determining the global minimum of an energy 
landscape is an NP-hard problem!

• NP-hard: Non-deterministic polynomial-time hard!

• For other NP-hard problems, see G. Viglietta: 
“Gaming is a hard job, but someone has to do it!” 
arXiv:1201.4995v3 (2012)

“If a problem is NP-hard, no one in their right 
mind should believe it can be solved in 

polynomial time” (Jeff Erickson, CS UIUC)
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Materials Discovery by Genetic Algorithms!
!

The                  Code for Structure Prediction

Will Tipton, Ben Revard, Stewart Wenner, Andy Sanchez, Richard G. Hennig
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Evolutionary Structure Search

Genetic algorithm 

!

!

!

!

Choice of genetic operators is important 
• Selection 
• Crossover  
• Mutation ⇒+

Create initial parent 
generation

Use promotion and 
variations to create 

offspring

Structure relaxation and energy evaluation
using external code

Enough structures?

No

Yes Convergence 
achieved?

No

Yes

Done!

Begin

Create empty child 
generation

Set children to parents
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Genetic Algorithm For Structure and 
 Phase Prediction  –                   . 

Features!
• Predict ground states, metastable states and phase diagrams!
• Search for crystal structures, molecular crystals, molecules and clusters!

Composition-Space Search 
• Convex hull of energy vs. composition 
• Use formation energy as objective function 
• Grand canonical search for all phases!

in multi-component phase diagram 

Freely available!
• Website: http://gasp.mse.cornell.edu/!
• Examples, tutorials and manual

DFT Semiempirical Empirical
VASP, Gaussian, JDFT MOPAC LAMMPS, GULP, OHMMS

mailto:rgh27@cornell.edu
http://gasp.mse.cornell.edu/
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Efficiency of Genetic Algorithm
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Efficiency compared to random search!
• Random search 

requires 2-3x 
more structure 
relaxations!

• Genetic 
algorithm 
learns from 
previous 
structures
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Successes of Structure Search

Lithium-Beryllium!
• Immiscible at ambient conditions!
• 4 compounds forming under pressure!

Nature 451, 445 (2008)!

Europium under pressure!
• Prediction of crystal structure of 

superconducting Europium!
Phys. Rev. B 83, 104106 (2011)!

Accuracy of empirical potentials!
• Use genetic algorithm to verify 

accuracy of empirical energy models!
Phys. Rev. B 85, 214121 (2012)

0 20 40 60 80 100
Pressure [GPa]

-300

-200

-100

0

En
th

al
py

 [m
eV

/a
to

m
]

bcc hcp Fdd2 Pnma hcp

mailto:rgh27@cornell.edu


rhennig@cornell.edu IPAM – Batteries and Fuel Cells!
November 4-8, 2013 • Los Angeles, CA

Prediction of Compound Formation!
!

Li-Si and Li-S: Promising Battery Electrode Materials

Will Tipton, Clive Bealing, Michael Blonsky, Kiran Matthew, Richard G. Hennig 
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Li-Ion Batteries
Current materials do not meet 

demand for high-performance batteries

Dunn et al. , Science 334, 928 (2011)

Anode!
LiC6

<370 mAh/g 120-150 mAh/g

Cathode!
LiCoO2 If Li6Si charge capacity exceeds Li6C 

charge capacity more than tenfold, 
why don’t we use Si-anodes?

1400

200LiC
6LiC

oO 2

CT
!1 = CA

!1 +CC
!1Battery capacity

Li 4.
4S
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Li-Si Battery Anodes

• Charge-discharge cycles is accompanied by immense volume changes (300%) 
and resulting mechanical stresses!
!
!
!
!
!
!

• Experimental solution: Si nanowires and nanotubes!
• Park et al.: Charge capacity of 3247 mAh/g!
• c-Si becomes a-LixSi during lithiation and remains so 

after delithiation

Bulk Si anode

Bulk lithiated
Si anode

+ Li+

Park et al. Nano 
Lett 9, 3844 (2009)

How is the energy density affected by amorphization of structures?!
Could small unit cell metastable crystal structures play a role?
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Energy methods                                              Accuracy of Li-Si EAM potential!

• Density-functional theory offers 
balance of speed and accuracy!

• Pseudopotentials and 
plane-wave basis (VASP)!

• Amorphous structures from 
melt/quench approach

Energy Model and Amorphous Structures
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Interpolative!
(Semi-)empirical methods

Extrapolative and predictive!
First-principles or ab-initio methods

EAM insufficient for 
thermodynamics and kinetics
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Li-Si Structure Search
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Li-Si Structure Search
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Possible new Li-Si ground state phase!
Large number of small unit cell metastable phases!

Energetics of amorphous Li-Si
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The Li5Si2 and Li7Si3 Phases

Experimental refinement 
• Li7Si3 same structure as Li5Si2 phase 
• High vacancy concentration on Li 1(b) 
• About 1 vacancy per 3 unit cells in Li7Si3 
!

Vacancies 
• Very low formation energy explains high 

concentration at room temperature

No. 166, R-3m, a = 4.39 Å, c = 17.92 Å
Si 2(c) 0 0 0.067
Li 2(c) 0 0 0.353
Li 2(c) 0 0 0.21
Li 1(b) 0 0 1/2

Refinement: v. Schnering, Z. Metallkde. 71, 357 (1980) 

15         10        49 meV
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The Li5Si2 and Li7Si3 Phases

Experimental refinement 
• Li7Si3 same structure as Li5Si2 phase 
• High vacancy concentration on Li 1(b) 
• About 1 vacancy per 3 unit cells in Li7Si3 
!

Vacancies 
• Very low formation energy explains high 

concentration at room temperature

No. 166, R-3m, a = 4.39 Å, c = 17.92 Å
Si 2(c) 0 0 0.067
Li 2(c) 0 0 0.353
Li 2(c) 0 0 0.21
Li 1(b) 0 0 1/2

Refinement: v. Schnering, Z. Metallkde. 71, 357 (1980) 

15         10        49 meV

Unusual large vacancy concentration expected 
to results in extremely high Li mobility
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Voltage Dependence of Li-Si Anodes

Coulombic Titration: Wen et al. J. Sol. State Chem. 37, 271 (1981)
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Good agreement of predicted voltages with titration
Similar voltages for metastable structures

and for amorphous structures

Phys. Rev. B 87, 
184114 (2013).
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Voltage Dependence of Li-Si Anodes

Coulombic Titration: Wen et al. J. Sol. State Chem. 37, 271 (1981)
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Good agreement of predicted voltages with titration
Similar voltages for metastable structures

and for amorphous structures

Amorphous structures slightly reduce operating 
voltage near end of discharge cycle!

Metastable structures have similar energy and local 
structures as amorphous structures!
Useful for study of lithiation kinetics

Phys. Rev. B 87, 
184114 (2013).
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Li-S Structure Search

Cathode potential 
vs. Li/Li+ 

V = 2.04 V
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Li monosulfide reported by Thomas and Jones in 1929!
GASP finds potentially metastable Li2S2 structure
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Li-ion Anode and Cathode Performance

Dunn et al. , Science 334, 928 (2011)

Anode!
LiC6

<370 mAh/g 120-150 mAh/g

Cathode!
LiCoO2

Anode!
Li4.4Si

Cathode!
Li2S

Charge capacity 4,200 mAh/g 1,670 mAh/g
Potential vs. Li/Li+ 0.4 V 2.0 V
Charge capacity 913 mAh/g
Energy density 1.5 Wh/g

Current commercial Li-ion batteries:!
3.6 V,  70 mAh/g and 230 mWh/g!

(includes electrolyte and case)

Lot’s of room for improvement 
for future Li-ion batteries

Data from http://www.panasonic.com/industrial/batteries-oem/oem/lithium-ion.aspx
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Ab initio methods for solid/liquid interfaces

Katie Schwarz, Kiran Matthew, Ravishankar Sundararaman, 
Kendra Letchworth-Weaver, Tomas Arias, Richard G. Hennig 
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Importance of Solvent Effects

Motivation!
• Energetics of chemical processes differ in vacuum and solution!
• Importance of solvent effects in catalysis and electrochemistry!
• Applications to energy technologies: 

Fuel cells and batteries!
• Example:!

- Nucleophilic substitution (SN2) reaction!
              Cl− + CH3Cl → CH3Cl + Cl−!

- Hydration effects lower transfer rate 
by 20 orders of magnitude

Solvation effects important for applications to energy technologies
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Why an Implicit Solvation Model?

Motivation!
• Explicit solvation calculations require many electrons and 

multiple nuclear configurations of the solvent

+ + ...
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Joint Density Functional Theory

• Variational Principle of JDFT1 - A is an exact free energy functional 
minimized by the fluid density Nα and electron density n"

• The liquid and coupling terms are microscopically improvable!
• Flexible, the model works with any electron basis set and can be used for 

surfaces and molecules

A[n, {N↵}] = AHK[n]| {z }
Electrons

+⌦lq[{N↵}]| {z }
Liquid

+�A[n, {N↵}]| {z }
Coupling

1 S. Petrosyan, J.F. Briere, D. Roundy, and T. Arias,  Phys. Rev B. 75, 205105 (2007)

+ +
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Joint Density Functional Theory

• Combine terms related to the solvation into a single term!

• Variational derivative with respect to the exact electron density n"

yields the usual Euler-Lagrange equation for the isolated electronic system 
with an additional external potential!

• Thermodynamic state of the system is given by self-consistent solution 
for which the electron density yields back the same potential

A[n, {N↵}] = AHK[n]| {z }
Electrons

+⌦lq[{N↵}] +�A[n, {N↵}]| {z }
A

solv

solute electron 
density

average solvent 
site density

�A

�n
=

�AHK +Aenv

�n

V
solv

[n, {N↵}] ⌘
�A

solv

[n, {N↵}]
�n

����
N↵
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Simple Approximation for Aenv

Linear dielectric continuum model!
• Fluid and coupling modeled by 

dielectric continuum!
• Dielectric constant determined 

by local electron density n(r)!
• Switches smoothly from vacuum 

value at high density to value of 
liquid at low electron density!

• Potential determined by 
modified Poisson equation

r · ✏(r)r� = �4⇡n(r)
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Linear Dielectric Continuum Model

• Similar to Fattebert and Gygi, 
Int. J. Quantum Chem., 93, 139 (2003) !

• Hard Sphere approximation by 
Amovilli, Filippi and Flores 
and others 
J. Chem. Phys. 129, 244106 (2008), 
J. Phys. Chem. B 110(51) (2006) !

Advantages of our model!
1) Microscopically improvable: 

Part of larger theoretical framework!
2) Ab initio: Cavity forms itself 

from the electron density!
3) Flexible: Model works with any 

electron basis set and can be used for surfaces and molecules
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Linear Dielectric Continuum Model

Approximations!
!

!

!

!

!

!

!

Cavitation and dispersion Negative 
bound charge

Positive 
bound charge

Asolv[n] ⌘ min
{N↵}

0

@⌦lq[{N↵}]| {z }
=0

+�A[n, {N↵}]
1

A

=
1

2

Z
(n�N↵)

"✓
�r · ✏(n)r

4⇡

◆�1

�
✓
�r2

4⇡

◆�1
#
(n�N↵)d

3r

Vsolv[n] = ��Hartree + �+O(10�2) ⇡ �bound

Acav = ⌧

Z
dr|rS|
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Implementation into VASP

VASP Solvation Module!
• Iterative solution of modified 

Poisson equation

http://arxiv.org/abs/1310.4242

r · ✏(r)r� = �4⇡n(r)

Freely available at 
http://vaspsol.mse.cornell.edu

Good agreement with experimental 
solvation energies of small molecules

mailto:rgh27@cornell.edu
http://arxiv.org/abs/1310.4242
http://vaspsol.mse.cornell.edu
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Application to Nanocrystal Facets

!

!

!

!

!

!

!

Significantly higher surface energies for 
metallic nanoparticles than semiconducting ones.!

Larger effect of solvation for 
semiconducting nanoparticles due to polar nature of bonding.
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Control of Ligand Adsorption 
through Polar Solvents

Hilda Mera, Clive Bealing, Richard G. Hennig 
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Importance of Lead-Salt Nanocrystals

• Promising candidates for photovoltaics!
• Electronic and optical properties 

tunable through size!
• Large exciton radius in PbSe of 46 nm 
⇒ Energy gap tunable 1.4 – 0.4 eV

Nano Lett. 9, 3749 (2009)

• Extension of solar energy conversion 
to near-infrared region!

• Efficiency of excitonic solar cells of 3.4%
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Importance of Lead-Salt Nanocrystals

• Size and shape tunable in synthesis!
• Nanocrystals stabilized by ligands like oleic acid!
• Ligand loss of PbS nanocrystals 

  ⇒ Transformation from fcc to bcc superlattice

JACS, 133, 3131 (2011)

Importance of control of size, shape and 
composition of individual nanocrystal, 
and tunability of nanocrystal assembly
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Nanocrystal Shape

• Shape of nanocrystal core determined by size of {100} and {111} facets!

• Facet sizes related to surface energies σ{hkl} 
of the facets {hkl}!

• Equilibrium shape of nanocrystal 
given by minimum of Gibbs energy!
!
!

• Simple geometric construction by Wulff

larger {100} facets

larger {111} facets

min
�

i

Ai · �i
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Ligand Binding and Surface Energies

Minimum in 
surface energy at 
3 to 4 OA–/nm2

DFT binding energy 
decreases with 

coverage

• Binding energies obtained through DFT (VASP)!
• vdW interactions between ligands neglected
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Predicted Nanocrystal Shapes

Wulff construction and equilibrium ligand coverage!
• Ratio of the surface energies γ111/γ100 determines the equilibrium shape !
• Isotherms for equilibrium coverage of facets show that 

Shape can be tuned through ligand concentration during synthesis
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Experimental Confirmation

precursor ratio was 7.5 : 1. The obtained PbSe nanocrystals were

spherical in shape and the size was 10 nm. When 4 mL OA and

2 mL OAm was used, the OA/Pb precursor ratio was 30. The

obtained PbSe nanocrystals were cubic in shape, as shown in

Fig. 6c–d. By increasing the OA concentration the size changes

from 10 nm to 22 nm and the shape changes from spherical the

cubic. This is because a high concentration of OAwould suppress

the activity of the monomers, and then the nuclei formed in the

solution would be fewer, so larger PbSe nanocrystals would be

obtained. It has been previously reported that PbTe nanocrystals

undergo a shape evolution from spherical to cubic with

increasing size.39 Our results are consistent with this phenom-

enon. The shape changes from spherical to cubic, which suggests

that the surface energy of the {111} faces is much higher than the

{200} faces. So the growth rate in the h111i direction would be

faster than that in the h002i direction as the size of the PbSe

nanocrystals is increasing. The {111} faces would finally disap-

pear and PbSe nanocrystals with cubic shape would be obtained.

When 4 mL OA was used and the OA/Pb precursor ratio was

30 : 1, the amount of OAm was increased to 4 mL OAm. The

obtained PbSe nanocrystals were cuboctahedral (Fig. 6e–f) in

shape and the size was 20 nm. As described above, the cubic

shape is dominated by {200} facets, while the polyhedral are

covered by {111} and {200} facets simultaneously. The cubic

shape would be obtained when the growth rate in the h111i
direction is much higher than the h002i direction. We suppose

that the OAm effectively stabilizes the {111} faces of the PbSe

nanocrystals, which lowers the total surface energy of the {111}

faces and induces the evolution of polyhedral nanocrystals. The

ratio between the Pb : Se is 2 : 1, and the {111} facets are

dominated by the Pb atom, so the OAm has a high binding

energy to the Pb atoms on the {111} facets. When the amount of

OAm used in the system increased, the {111} facets would be

better passivated by amines, which would lead to the relatively

slower growth of the {111} facets. Therefore the final obtained

PbSe nanocrystals are polyhedral in shape.

Mechanism on the shape evolution of PbSe nanocrystals

PbSe nanocrystals with cubic shape have been reported previ-

ously by using TOPSe as Se source precursors. A method toward

nanocubes was reported by Fang,Wang et al.40 In their synthesis,

the shape evolution of PbSe nanocrystals was dependent on the

growth time. The nanocubes were obtained by Ostwald ripening

process, so the reaction time was longer than 20 min to produce

nanocubes. In Murray’s report,5 PbSe nanocrystals with

different shapes were obtained by varying the reaction temper-

atures. Hollingsworth also reported a similar method to obtain

PbSe nanocrystals with spherical and cubic shapes by controlling

the reaction temperatures,7 but the mechanism on shape evolu-

tion via controlling temperature was not clearly elucidated. In the

reported methods using TOPSe as Se source precursors to

synthesize PbSe nanocrystals, generally more than two kinds of

surfactants were used, such as TOP, OA, OAm, acetate and

n-tetradecylphosphonic acid.5,7,41 Therefore, it was difficult to

discern the real role of each surfactant in the reported methods,

and the mechanism on shape evolution was also not clear.

In this work, OA and OAm were used in the synthesis of PbSe

nanocrystals and they both only combined with the Pb atom, so

Fig. 5 TEM images of agglomerates of PbSe particles obtained in the

absent of OAm.

Fig. 6 PbSe nanocrystals with three different shapes are shown: (a)

spherical (10 nm), (c) cubic (22 nm), and (e) cuboctahedral particles

(20 nm). HRTEM images of the three shapes are shown in fig. (b), (d),

(f) respectively. PbSe nanocrystals with different shapes were prepared by

changing the amount of OA and OAmwith the same reaction time 1 min.

(a) 1 mL OA and 2 mL OAm (c) 4 mL OA and 2 mL OAm and (e) 4 mL

OA and 4 mL OAm.

This journal is ª The Royal Society of Chemistry 2010 CrystEngComm, 2010, 12, 1127–1133 | 1131
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Li et al. Cryst. Eng. Comm. 12, 1127 (2010)!
• Changing the amount of oleic acid and 

oleyamine with the same reaction time 1 min
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Nanocrystal Assembly

Aging of nanocrystals changes ligand coverage!
• Ligands binding weaker on {100} than {111}!
• Reduced coverage of {100} when aging in ligand poor condition!
• Resulting change in “effective shape” from nearly spherical to 

preferred interactions in {111} direction!
• Change in assembly 
⇒ Transformation from fcc to bcc

!

JACS 133, 3131 (2011) ACS Nano 6, 2118 (2012)
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Ligand Desorption

Solvent treatment can desorb ligands 
from nanocrystal surfaces!
• Desorption of oleic acid ligands from 

PbSe surfaces after treatment with 
dimethylformamide (DMF, εDMF = 37)!

• Hypothesis: 
Polar solvent reduces 
ligand binding energy

Dimethylformamide
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Solvent Effect on Ligand Binding

• Increasing electrostatic screening due to solvent reduces the energy of 
isolated surface, solvated ligand molecules and ligands adsorbed on surface!

• Observe Reduction in ligand adsorption energy with permittivity ε!
• High εDMF = 37 reduces adsorption by 75%, sufficient for desorption!
• Preferential desorption of ligands on specific facets possible

5 Mera 
 

binding energies of PbCl2 on {100} PbS and PbAA2, N2H4, and C3H6S2 on {100} PbSe surfaces 
in the presence of solvent medium are shown in Figures 5a-b. The data reveals a reduction in 
binding energy as the relative permittivity increases and shows the polar solvents affecting the 
adsorption of the ligand on PbSe or PbS surface. The high-polar solvents solvate free the ligand 
from the PbSe or PbS surface, which can be confirmed with negative Eb values. The ligands were 
not adsorbed to the lead-based surface in the presence of solvents with large dipole moments due 
to strong electrostatic interactions between solvents and ligands. Hydrazine has a binding energy 
of 0.37 eV in vacuum shown in Figure 5b which agrees with Kutana16 results (Eb = 0.34 eV, PBE 
functionals). The highest binding energy value obtained for PbAA2 was 0.42 eV in vacuum 
shown in Figure 4b, which almost agrees to the value obtained by Bealing et al.2 (Eb = 0.52 eV). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Binding energy plotted against dielectric constant for a) PbCl2 on {100} PbS, b) organic ligands on {100} 
PbSe, and c) DMF on PbSe surfaces. d) Binding energy plotted against surface coverage for {100} PbSe surface. 
 

The electrostatic interactions between the ligand and the solvent are considered in the 
linear polarization model19 where the Kohn-Sham potential of the relaxed system is reduced as 
the relative permittivity increases. Figure 5c demonstrates similar characteristics as Figures 5a−b 
where the solvation binding energies decrease as the polarity of the solvent increases. Figure 5d 
shows Eb decreasing with surface coverage for DMF. The binding energies of DMF are shown in 
Figure 6 for different positions and orientations on PbSe. VASP DFT results indicate DMF 
binding strongly to the {100} PbSe slab when positioned normal to the surface (Figure 6b). 
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Figure 6. DMF adsorbed on {100} PbSe surface with a vacuum Eb of a) 0.22 eV, Eb,DMF = –0.16 eV for 
O(DMF)–Pb(PbSe) [𝜃 = 180°] distance difference, d = 2.93 Å, b) 0.37 eV, Eb,DMF  = 0.062 eV for 
O(DMF)–Pb(PbSe) [𝜃 = 90°] d = 2.81 Å, and c) 0.023 eV, Eb,DMF = –0.21 eV for a N(DMF)–Pb(PbSe) [𝜃 = 180°] 
d = 2.88 Å. Pb in gray blue; N in blue; C in cyan; H in white; O in red; Se in yellow. {100} PbS surface: a) Eb = 
0.21 eV, Eb,DMF = –0.17 eV. b) Eb = 0.32 eV, Eb,DMF = 0.033 eV. c) Eb = –0.022 eV, Eb,DMF = –0.40 eV (d = 2.90 Å). 
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shows Eb decreasing with surface coverage for DMF. The binding energies of DMF are shown in 
Figure 6 for different positions and orientations on PbSe. VASP DFT results indicate DMF 
binding strongly to the {100} PbSe slab when positioned normal to the surface (Figure 6b). 
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Figure 6. DMF adsorbed on {100} PbSe surface with a vacuum Eb of a) 0.22 eV, Eb,DMF = –0.16 eV for 
O(DMF)–Pb(PbSe) [𝜃 = 180°] distance difference, d = 2.93 Å, b) 0.37 eV, Eb,DMF  = 0.062 eV for 
O(DMF)–Pb(PbSe) [𝜃 = 90°] d = 2.81 Å, and c) 0.023 eV, Eb,DMF = –0.21 eV for a N(DMF)–Pb(PbSe) [𝜃 = 180°] 
d = 2.88 Å. Pb in gray blue; N in blue; C in cyan; H in white; O in red; Se in yellow. {100} PbS surface: a) Eb = 
0.21 eV, Eb,DMF = –0.17 eV. b) Eb = 0.32 eV, Eb,DMF = 0.033 eV. c) Eb = –0.022 eV, Eb,DMF = –0.40 eV (d = 2.90 Å). 

c) b) a) 
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binding energies of PbCl2 on {100} PbS and PbAA2, N2H4, and C3H6S2 on {100} PbSe surfaces 
in the presence of solvent medium are shown in Figures 5a-b. The data reveals a reduction in 
binding energy as the relative permittivity increases and shows the polar solvents affecting the 
adsorption of the ligand on PbSe or PbS surface. The high-polar solvents solvate free the ligand 
from the PbSe or PbS surface, which can be confirmed with negative Eb values. The ligands were 
not adsorbed to the lead-based surface in the presence of solvents with large dipole moments due 
to strong electrostatic interactions between solvents and ligands. Hydrazine has a binding energy 
of 0.37 eV in vacuum shown in Figure 5b which agrees with Kutana16 results (Eb = 0.34 eV, PBE 
functionals). The highest binding energy value obtained for PbAA2 was 0.42 eV in vacuum 
shown in Figure 4b, which almost agrees to the value obtained by Bealing et al.2 (Eb = 0.52 eV). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Binding energy plotted against dielectric constant for a) PbCl2 on {100} PbS, b) organic ligands on {100} 
PbSe, and c) DMF on PbSe surfaces. d) Binding energy plotted against surface coverage for {100} PbSe surface. 
 

The electrostatic interactions between the ligand and the solvent are considered in the 
linear polarization model19 where the Kohn-Sham potential of the relaxed system is reduced as 
the relative permittivity increases. Figure 5c demonstrates similar characteristics as Figures 5a−b 
where the solvation binding energies decrease as the polarity of the solvent increases. Figure 5d 
shows Eb decreasing with surface coverage for DMF. The binding energies of DMF are shown in 
Figure 6 for different positions and orientations on PbSe. VASP DFT results indicate DMF 
binding strongly to the {100} PbSe slab when positioned normal to the surface (Figure 6b). 
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Figure 6. DMF adsorbed on {100} PbSe surface with a vacuum Eb of a) 0.22 eV, Eb,DMF = –0.16 eV for 
O(DMF)–Pb(PbSe) [𝜃 = 180°] distance difference, d = 2.93 Å, b) 0.37 eV, Eb,DMF  = 0.062 eV for 
O(DMF)–Pb(PbSe) [𝜃 = 90°] d = 2.81 Å, and c) 0.023 eV, Eb,DMF = –0.21 eV for a N(DMF)–Pb(PbSe) [𝜃 = 180°] 
d = 2.88 Å. Pb in gray blue; N in blue; C in cyan; H in white; O in red; Se in yellow. {100} PbS surface: a) Eb = 
0.21 eV, Eb,DMF = –0.17 eV. b) Eb = 0.32 eV, Eb,DMF = 0.033 eV. c) Eb = –0.022 eV, Eb,DMF = –0.40 eV (d = 2.90 Å). 

c) b) a) 

Desorption of ligands by solvent screening
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Solvated Water in DMC

Method Dielectric energy Cavitation energy Solvation energy

DFT -19 mHa

DMC -20(1) mHa

Classical DFT* 4.90 mHa

Classical DFT+DMC -15(1) mHa

Expt5 -10 mHa

5.  T. Truong and E. Stefanovich, Chem. Phys. Lett. 240. 253 (1995).* Classical DFT from Ravishankar Sundararaman

Richard G. Hennig, Cornell University 
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