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Summary:
• Biological systems: self-constructing, polycomputing agents operating 

in diverse spaces

• They solve problems and navigate these spaces at multiple scales - 

agential material that is not well-described by either chemistry or 
Turing Machine paradigms


• Biology commits to saliency and playing the cards its dealt, not 
fidelity of past information; because the medium is fundamentally 
unreliable -> plasticity of interpretation, not over-training


• Evolution makes creative agents, not solutions to specific problems

• Biology embodies coarse-grained, agential models because time is 

short and energy is scarce

• Emergent cognition, not just complexity

Implications for:

- computer science and AI

- Biomedicine(c)
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Outline:

• Non-neural problem-solving - examples beyond the brain


• Fundamental principles of autopoietic, autotelic intelligence


• Beyond evolution and design
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Humans vs. Machines  A Wider Continuum of Beings

Beyond 
simplistic binary 

categories (c)
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My Framework Goal:
• Recognize, create, and relate to 
truly diverse intelligences regardless 
of composition or origin story


• moves experimental work forward - 
new capabilities, better ethics

• familiar creatures - us, 
apes, birds


• weird creatures (colonial 
organisms, swarms)


• synthetic biology - 
engineered new life forms


• AI (software or robotic)

• exo-biological agents 

(Earth is N=1) 
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Axis of Persuadability: 

an Engineering Take on a Continuum of Agency

Try	to	think	of	it	this	way…

Not tied to specific substrate
or origin story

(but also not to our models 
of computation)  

Observer-centered
(Intentional Stance)(c)
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Alan Turing

Problem-solving machines:
intelligence through plasticity 

(reprogrammability)(c)
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Alan Turing

Problem-solving living machines:
intelligence through plasticity 

(reprogrammability)(c)
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Unique Features of the Biological Substrate:

a tour of the agential material of life

• Multiscale competency architecture 

• Plasticity of boundaries 

• Creative problem-solving 

• Self-construction, emergent goals(c)
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Rene Descartes

“just physics” - oocyte

we all make the journey across the Cartesian cut

Life Self-assembles from “Just Physics” to Mind
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But at least, we’re a true Unified Intelligence?

Getty Images

we’ve got

a solid

brain

Solè’s “liquid brains” are

just a metaphor right? 
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Jose Calvo, pineal gland histology

Gaël McGill

We are 
collective 

intelligences
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video by Charles Krebs

Lacrymaria = 1 cell
no brain
no nervous system

high competency
at cell-level
agendas

We are All Collective Intelligences!
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Collective Intelligence Below the Cell Level
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Abstract: Trainability, in any substrate, refers to the ability to change future behavior based on past
experiences. An understanding of such capacity within biological cells and tissues would enable a
particularly powerful set of methods for prediction and control of their behavior through specific
patterns of stimuli. This top-down mode of control (as an alternative to bottom-up modification
of hardware) has been extensively exploited by computer science and the behavioral sciences; in
biology however, it is usually reserved for organism-level behavior in animals with brains, such as
training animals towards a desired response. Exciting work in the field of basal cognition has begun
to reveal degrees and forms of unconventional memory in non-neural tissues and even in subcellular
biochemical dynamics. Here, we characterize biological gene regulatory circuit models and protein
pathways and find them capable of several different kinds of memory. We extend prior results on
learning in binary transcriptional networks to continuous models and identify specific interventions
(regimes of stimulation, as opposed to network rewiring) that abolish undesirable network behavior
such as drug pharmacoresistance and drug sensitization. We also explore the stability of created
memories by assessing their long-term behavior and find that most memories do not decay over
long time periods. Additionally, we find that the memory properties are quite robust to noise;
surprisingly, in many cases noise actually increases memory potential. We examine various network
properties associated with these behaviors and find that no one network property is indicative of
memory. Random networks do not show similar memory behavior as models of biological processes,
indicating that generic network dynamics are not solely responsible for trainability. Rational control
of dynamic pathway function using stimuli derived from computational models opens the door
to empirical studies of proto-cognitive capacities in unconventional embodiments and suggests
numerous possible applications in biomedicine, where behavior shaping of pathway responses stand
as a potential alternative to gene therapy.

Keywords: biological network; training; memory; association; pharmacoresistance; sensitization

1. Introduction

Brains enable remarkable behavioral capacities and are required for the complex
cognitive abilities and first-person experience that evolved human and other animals
possess. However, it is critical to remember that each of us has taken the journey across the
Cartesian Cut [1]—smoothly and slowly transforming from a bag of biochemical reactions (a
quiescent oocyte) into an adult form, capable of rational thought, metacognition, and a sense
of selfhood as distinct from “insentient objects”. To the extent that “ontogeny recapitulates
phylogeny” [2], taking evolution and developmental biology seriously means seeking to
understand primitive forms of cognition as a spectrum that could extend to unconventional
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Gene regulatory networks exhibit several kinds of
memory: quantification of memory in biological
and random transcriptional networks

Surama Biswas,
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Erik Hoel, Michael
Levin
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HIGHLIGHTS
Gene regulatory

networks’ dynamics are

modified by transient

stimuli

GRNs have several

different types of memory,

including associative

conditioning

Evolution favored GRN

memory, and

differentiated cells have

the most memory capacity

Training GRNs offers a

novel biomedical strategy

not dependent on genetic

rewiring

Biswas et al., iScience 24,
102131
March 19, 2021 ª 2021 The
Author(s).

https://doi.org/10.1016/
j.isci.2021.102131
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Biomedicine: 

- drug conditioning
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It Has Nested Cognition, not Merely Structure

each level of 
organization solves 
problems in its own 
space (morphospace, 
transcriptional space, 
physiological space, 3D 
behavioral space, etc.) 
using some of the same 
tricks, at various levels 

of sophistication

Multi-scale Competency

Architecture
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Life Makes Few Assumptions: Beginner’s Mind

Ectopic eyes on tail provide vision!

Behavioral Testing Device

Brain dynamically adjusts behavioral programs

to accommodate different body architectures

no evolutionary adaptation 
needed (because embryos 

can’t take much for 
granted, have to solve on-
the-fly: evolution makes 
problem-solving agents)

eye
Douglas Blackiston

(c)
 M

ich
ae

l L
ev

in



Life Enables Information to Move Across Media
newly regenerating brain can get information from rest of body

Tal Shomrat
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Morphogenetic Virtualization

Bodies are programmable and thus support virtualization. 

Here's a fly running a stripped-down "ant" morphogenetic program on its wing


It’s amazing, but no more so than the actual fly anatomy!

Goniurellia Tridens

Hessam Akhlaghpour
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Life Has Embodiment Outside of Familiar 3D space:

Animal Position X

An
im

al
 P

os
iti

on
 Y

3D Space (behavior)

Transcriptional Space Morphospace Physiological Space
Huang, S.; Ernberg, I.; Kauffman, S., Semin Cell Dev Biol 2009, 20, (7), 869-76. Cervera, J., Levin, M., and Mafe, S., (2021), BioSystems, 209:104511

perception-action loop 
can happen in other 

spaces!  

-> unconventional 
embodiment for 

AI’s
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Case Study: collective intelligence of cells

solving problems in anatomical morphospace

• morphogenesis as intelligent behavior in an unconventional space 

• biomedicine discovered by communicating with this intelligence through its interface 

• neuroscience beyond neurons (-> AI beyond neuromorphic architectures)
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Anatomical Goals = Regions of Morphospace

developmental self-assembly is very reliable:

but reliability, or emergent complexity are NOT why I call it intelligence
It’s the creative problem-solving capacities (intelligent navigation of anatomical morphospace)(c)
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Same anatomy, from different starting states

• get to the same outcome

• despite perturbations

• from diverse starting positions

• via different paths

Splitting an embryo in half

makes 2 normal embryos(c)
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Time  

Amputation

Perfect 
Regeneration

Same anatomy, from different starting states

it stops when the correct large-
scale setpoint (target 

morphology) has been reached 

• get to the same outcome

• despite perturbations

• from diverse starting positions

• via different paths

Anatomical 

homeostasis:(c)
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Intelligent Problem-solving in Morphospace

Genetics does not specify hardwired 
rearrangements: it specifies a system 
that executes a highly flexible program 
that can recognize unexpected states 

and take corrective action.

Craniofacial mispatterning

Metamorphosis

Morphometric analysis and modeling
reveals: faces fix themselves!!

normal

development

Normal

Pi
ca
ss
o-
lik
e

“as ne
eded”


remodeling

Cannot just follow a rote set of steps. How 
does it know when it’s “right”?

Laura Vandenberg

(c)
 M

ich
ae

l L
ev

in



How does it work?

• morphogenesis as intelligent behavior in an unconventional space 

• biomedicines discovered by communicating with this intelligence through its interface 

• neuroscience beyond neurons (-> AI beyond neuromorphic architectures) - bioelectricity as 
cognitive glue of the morphogenetic collective intelligence
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Life Individuates Selves from the Potentiality 
of a Cellular Blastoderm: cognitive alignment

Embryo
1

Embryo
2

Embryo
3

disputed zone

Issue of individuation in cognition:
        split brain patients, dissociative disorders, etc.

Where is my border from “environment”?
every cell is some other cell’s environment

There but for 
the grace of 
electrical 

synapses go “I” 
rather than “We”


Agential material: how many agents per mm3?
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Life Optimizes for Salience, not Fidelity of Info

• minds are embodied

• bodies can change drastically

• memories are generalized and 

remapped onto new architecture

• what is it like to be a caterpillar 

changing into a butterfly?

• How could the butterfly 

convince the caterpillar that 
this change is ok?

(which enables it to survive drastic hardware refactoring)

crawls, 
chews plants 
in 2D world

flies, 
drinks nectar 
in 3D world

brain is 
liquefied, 

rebuilt
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Bow-tie Center Nodes are Communication Translators

coarse-graining, compression

Other Bowtie nodes: 
language, money, scientific 
papers, and the Anatomical 

Compiler(c)
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Memories are Messages from your Past Self

Biology assumes the hardware is unreliable 
Environment and your own parts will change, don’t over-train 

Little allegiance to past Self’s meaning of engrams 
Re-interpret on-the-fly - present/future is all that matters 

Engram is highly compressed - creative remembering, not deduction 
Undependable hardware and confabulation are a feature, not a bug 

Consciousness = active, creative story-telling from your own memory traces
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Self-Improvising Memory: A Perspective on Memories as
Agential, Dynamically Reinterpreting Cognitive Glue
Michael Levin

Department of Biology, Allen Discovery Center, Tufts University, 200 Boston Avenue, Suite 4600,
Medford, MA 02155-4243, USA; michael.levin@tufts.edu; Tel.: +1-617-627-6161

Abstract: Many studies on memory emphasize the material substrate and mechanisms by which data
can be stored and reliably read out. Here, I focus on complementary aspects: the need for agents to
dynamically reinterpret and modify memories to suit their ever-changing selves and environment.
Using examples from developmental biology, evolution, and synthetic bioengineering, in addition to
neuroscience, I propose that a perspective on memory as preserving salience, not fidelity, is applicable
to many phenomena on scales from cells to societies. Continuous commitment to creative, adaptive
confabulation, from the molecular to the behavioral levels, is the answer to the persistence paradox as
it applies to individuals and whole lineages. I also speculate that a substrate-independent, processual
view of life and mind suggests that memories, as patterns in the excitable medium of cognitive
systems, could be seen as active agents in the sense-making process. I explore a view of life as
a diverse set of embodied perspectives—nested agents who interpret each other’s and their own
past messages and actions as best as they can (polycomputation). This synthesis suggests unifying
symmetries across scales and disciplines, which is of relevance to research programs in Diverse
Intelligence and the engineering of novel embodied minds.

Keywords: basal cognition; diverse intelligence; memory; learning; morphogenesis

1. Introduction and Overview
“To live is to be other. It’s not even possible to feel, if one feels today what he felt yesterday.
To feel today what one felt yesterday is not to feel—it’s to remember today what was
felt yesterday, to be today’s living corpse of what yesterday was lived and lost. To erase
everything from the slate from one day to the next, to be new with each new morning,
in a perpetual revival of our emotional virginity—this, and only this, is worth being or
having, to be or have what we imperfectly are.”— Fernando Pessoa

There is a paradox which points out that if a species fails to change, it will die out, but
if it changes, it likewise ceases to exist. The same issue faces all of us: if we do not change,
learning and growth is impossible. If we do change, does not the current Self cease to exist,
in an important sense? This profound puzzle, which rests on pure logic—not contingent
facts of implementation or origin—highlights the deep symmetry of existential concerns
for agents existing at all scales, from subcellular organelles to evolutionary lineages1 . Thus,
it is also highly relevant to issues facing the engineering of novel intelligences and fields
from active matter research to AI and Artificial Life.

A solution to this problem has been suggested in the West as Process
Philosophy [10–12], and in the East as Buddhist and Indic conceptions of the no-Self
or the non-duality of the Self vs. the world [13]. The idea is to conceive of the Self2 as a
process, not a thing, and to consider snapshot Selves3 as low-dimensional projections of
the deeper reality that both exists and constantly changes. Here, I discuss how evolution
has beaten us to this solution, and how it is implemented across spatiotemporal scales.

Entropy 2024, 26, 481. https://doi.org/10.3390/e26060481 https://www.mdpi.com/journal/entropy
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Don’t Overtrain on Evolutionary Priors

Changing the size of cells still enable large-scale structures to 
form, even if they have to utilize different molecular mechanisms =


top-down causation

newt 
kidney 
tubule 
cross- 
section

Fankhauser, 1945, J. Exp. Zool., 100(3): 445-455

• Beginner’s Mind approach to survival 
• Creative, intelligent problem-solving - repurpose available tools to new circumstances
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Expanding the Cognitive Light Cone

1 cell Cell Collective (coupled tissue)
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Scaling Goals, Changing Problem Space

Multi-cell
flexible

cooperation
toward

huge goal

goal size scales
UP

goal size scales
DOWN

video by Charles Krebs

video by Juanita Mathews

Single cell
goals

Cancer =
defection,

reversion to
local 

(unicellular-
scale) goals

So what’s the cognitive glue?(c)
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Behavioral cognitive glue evolved 
from morphogenetic cognitive glue

It knows
things that its

parts don’t
know
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Hardware               Software

ion 
channels, 
electrical 
synapses

neural

electrical dynamics -> memorygene products -> electric circuits

http://www.nature.com/nmeth/
journal/v10/n5/full/nmeth.2434.html
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Hardware               Software

ion 
channels, 
electrical 
synapses

neural

http://www.nature.com/nmeth/
journal/v10/n5/full/nmeth.2434.html

ion 
channels, 
electrical 
synapses

electrical dynamics -> memorygene products -> electric circuits

developmental

Dany Adams(c)
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Cancer is Not Selfish: it just has smaller Selves

induced
tumor

Voltage dye map

Cancer therapeutics by resetting boundary between self and world

Brook Chernet
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Characterization of endogenous voltage 
gradients - direct measurement and 

correlation with morphogenetic events

Voltage reporting fluorescent dye 
in time-lapse during Xenopus development

How we detect and model bioelectric signals:

Dany Adams

Quantitative computer simulation: synthesize 
biophysical and genetic data into predictive, 

quantitative, often non-linear models
Modeling Pattern Memory in Bioelectrical Circuits!

Patrick McMillen

Alexis Pietak(c)
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Endogenous Bioelectric Prepatterns:

reading the mind of the body

craniofacial 
development 

“electric face” 
prepattern 

required for 
normal face

Dany Adamsmonitoring defects
hyperpolarized depolarized

Patrick McMillen

Angela Tung, Megan Sperry
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Manipulating Bioelectric Networks’ Content
Tools we developed 

(no applied fields!)

• Dominant negative Connexin 
protein 

• GJC drug blocker 
• Cx mutant with altered gating or 

permeability

• Dominant ion channel over-
expression (depolarizing or 
hyperpolarizing, light-gated, 
drug-gated) 

• Drug blocker of native channel 
• Drug opener of native channel

Synaptic 
plasticity

Intrinsic 
plasticity

The communication interface we hack(c)
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Bioelectrically-induced Morphogenetic 
Subroutines Exhibit Recruitment Competencies

ion channel mRNA 
targeted 

to ventral or 
posterior regions

can reprogram many 
regions, even outside 

“competency zone”, into 
complete ectopic eye!

EYEgut

1. BIOE is instructive 
2. modularity - not cell level, organ-

level subroutine call 
3. higher-level prompt reveals 

higher tissue competency than 
Pax6 prompt 

4. self-scaling of system to task

voltage-modified 
cells

wild-type cells 
recruited to ectopic lens!

Getty Images

Developmental Modules 
because morphogenetic goals

Vaibhav Pai
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The Same Body can Store different 
Electrical Pattern Memories

Re-writing Anatomical Pattern Memory

normal anatomy

edited bioelectric

pattern

The bioelectric pattern doesn’t indicate what the anatomy is now, it encodes the latent 
pattern memory that will guide anatomy if it is cut at a future time = counterfactual

middle-third

regenerates:

normal molecular

histology

Fallon Durant
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Cut, and briefly perturb

bioelectric circuit

or, can force 
Vmem state back 

to normal

• Long-term stability

• Lability (rewritable)

• Latency (conditional recall)

• Discrete possible behaviors (1H v. 2H)

weeks later,

cut in plain


water …
Keep 

trunk

weeks later,

cut in plain


water

Keep 

trunk

Basic properties of memory

Like any Good Memory, it is Stable and its 
content is not determined by the Hardware

Nestor Oviedo
Junji Morokuma
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Unifying dynamical systems models with 
cognitive models: how do networks remember?

Jeremy Guay
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Tweaking of bioelectric network connectivity causes 
regeneration of head shapes appropriate to other 
species! (also includes brain shape and stem cell 

distribution pattern)

?!?

D. dorotocephala

cut off head, perturb network topology
qu

an
tit

at
iv

e
m

or
ph

om
et

ric
s

brain shape and stem 
cell patterns match also!

A Single Genome Makes Hardware that can Access 
Bioelectric Memories of Other Species’ Head Shapes

Alexis Pietak

Maya Emmons-Bell
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Exploring the Latent Space

We can reach regions of the morphospace 
not explored by evolution, purely by 

changing electric circuits’ dynamics in vivo

Normal Bioelectric Circuit Altered After Bisection

We can reach regions of the morphospace 
not explored by evolution, purely by 

changing electric circuits’ dynamics in vivo

Normal Bioelectric Circuit Altered After Bisection

latent morphospace

Same hardware,
Different journal in morphospace

Fallon Durant
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Emergent Intelligence, not Just Complexity

• Bioengineered beings as exploration vehicles (and non-human bioengineers) 
• Where do morphological and behavioral goals originate? Beyond evolution and design.
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Good Old Reliable Development

White Oak Leaf - Photo by Chris Evans, River to River CWMA, Bugwood.org(c)
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Did you Guess that Oak Cells Can Make This?

Parasite hacks host to induce new anatomy(c)
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What Lies Beyond Repair of Normal Target Morphology?

Where do
the properties

of novel
systems come

from if not
eons of selection

or explicit
engineering?

Gizem Gumuskaya(c)
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Anthrobots Exert Neural Repair

Hu
m
an

 n
eu

ro
ns

Ne
ur

al
 w

ou
nd

Super-bot 
cluster

Gizem Gumuskaya(c)
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Kinematic Replication in Xenobots: (frog skin cells)

novel competencies of the agential material

Douglas Blackiston
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Whence specific goals, if not Selection?!

Vehicles for

exploring

Platonic


latent space 

Biology definitely does 
things differently than 
today’s LLM’s & robotics

BUT it’s not because 
brains, or algorithms, 
and we can shape the 

ingressions.(c)
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0101010100
0100101010
1010101000
1001010101
0101010001
0010101010

3. ARTIFICAL 
INTELLIGENCES (AI)

2. DESIGNED 
MACHINES

1. EVOLVED 
LIFE FORMS

YOU ARE HERE

23. SYNTHETIC 
ORGANISM SWARMS

14. ROBOTS

18. CYBORGS

19. TRANSPERSONAL 
INTERFACE

20. HYBROTS

5. PLANTS

6. ANIMALS

4. MICROBES

7. HUMANS

8. SOFTWARE 
AGENT

11. BIOBOTS 13. SYNTHETIC 
ORGANISMS

16. COMPUTER-
DESIGNED 
ORGANISM

15. REMOTE 
WALDO

21. ANIMAL 
SWARMS

22. ROBOTIC
SWARMS

12. HYBRIDS
17. INSTRUMENTIZED 

ORGANISM

10. ORGANOIDS

9. AUTOMATA

“Endless Forms Most Beautiful”<—>ethical synthbiosis
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Emergent Goals and Competencies
humility warranted: even bubble sort has emergent 
delayed gratification NOT explicitly in the algorithm

It does not take cells, life, or huge 
complexity to have emergent goals

Adaptive Behavior

Article

Adaptive Behavior
2024, Vol. 0(0) 1–30
© The Author(s) 2024
Article reuse guidelines:
sagepub.com/journals-permissions
DOI: 10.1177/10597123241269740
journals.sagepub.com/home/adb

Classical sorting algorithms as a model of
morphogenesis: Self-sorting arrays reveal
unexpected competencies in a minimal
model of basal intelligence

Taining Zhang1, Adam Goldstein2 and Michael Levin1,3

Abstract
The Diverse Intelligence research seeks to understand commonalities in behavioral competencies across a wide range
of implementations. Especially interesting are simple systems that provide unexpected examples of memory, decision-
making, or problem-solving in substrates that at first glance do not appear to be complex enough to implement such
capabilities. We seek to develop tools to determine minimal requirements for such capabilities, and to learn to
recognize and predict basal forms of intelligence in unconventional substrates. Here, we apply novel analyses to the
behavior of classical sorting algorithms—short pieces of code studied for many decades. To study these sorting
algorithms as a model of biological morphogenesis and its competencies, we break two formerly ubiquitous as-
sumptions: top-down control (instead, each element within an array of numbers can exert minimal agency and
implement sorting policies from the bottom up), and fully reliable hardware (instead, allowing elements to be
“damaged” and fail to execute the algorithm). We quantitatively characterize sorting activity as traversal of a problem
space, showing that arrays of autonomous elements sort themselves more reliably and robustly than traditional
implementations in the presence of errors. Moreover, we find the ability to temporarily reduce progress in order to
navigate around a defect, and unexpected clustering behavior among elements in chimeric arrays consisting of two
different algorithms. The discovery of emergent problem-solving capacities in simple, familiar algorithms contributes a
new perspective showing how basal forms of intelligence can emerge in simple systems without being explicitly
encoded in their underlying mechanics.
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1. Introduction
On their respective time scales, evolutionary and de-
velopmental biology require that cognitive capabilities
such as memory and goal-directed activity in the face of
perturbations originate in proto-cognitive functions that
existed long before complex brains came onto the scene
(James, 1890; Jennings, 1906 ; Lyon, 2006 ). The gradual
history of intermediate forms with different levels of
competency undermines a view in which discrete natural
kinds have, or do not have, binary properties such as
intelligence (Fields & Levin, 2020; James et al., 2019;
Keijzer et al., 2013 ; Levin, 2021; Lyon, 2006 , 2015 ).
Moreover, a rich continuum of intermediate forms can be
created by chimerizing biological and technological

material in many different combinations (Clawson &
Levin, 2023 ; Nanos & Levin, 2022), further eroding
the notion of a binary, categorical separation between
engineered and biological capabilities. The nascent field
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Figure 8. Unexpected aggregation of Algotypes occurs in chimeric arrays. A cell-view (local) implementation of sorting policies enables an
experiment that cannot be done in traditional top-down sorting: chimeric arrays in which individual cells follow their own distinct policies
(“Algotype”, which can be different among the cells of the array) for how to move (corresponding to chimeric embryos consisting of cells of 2
different lineages (Nanos & Levin, 2022)). Panel (a) shows the results of each possible combination of sort algorithms within an array. The blue
lines indicate the progress of the sort itself (the Sortedness value). We also computed aggregation—the tendency of cells with similar
Algotypes to cluster together spatially. To study how such chimeric collectives behave, we investigated 100 repeats of scenarios where each
combination of the 3 sort algorithms was represented equally; note that the algorithms were not modified in any way and thus do not have any
provision for knowing their own Algotype or that of their neighbors. Remarkably, significant aggregation was observed during the sorting
process, reaching >60% (with peaks that occur at slightly different times during the sorting process for each of the chimeric combinations). The
pink lines indicate the Aggregation Value when two identical sorts (Bubble Algotype) are used—this negative control shows, as expected, that
there is no significant deviation from 50% chance. The red line indicates the Aggregation Value of each kind of sort. As expected, at the
beginning the Aggregation Value is 50%, since types are assigned to cells randomly. Likewise, at the end, the Aggregation Value is back to 50%
since the array is sorted only by each cell’s Value, with no regard for Algotype, and the Algotypes were randomly assigned. Panel (b) quantifies
the efficiencies of such chimeric individuals. (c) To understand the relative spatial distribution of cells executing each algorithmwithin the array
during the sorting process, we defined aggregation value: the probability that a cell’s neighbor is of the same type as itself. Algotypes were
assigned to each cell randomly in each experimental array and did not change during the course of the sort. (d)We then allowed duplicate digits
in the arrays, so that some instances of each number would be of each of the types, in order to see what maximum aggregation could be
achieved if the explicit (monotonic numbers) and implicit (aggregation of types) goals were made compatible. We use purple lines, green lines,
and teal lines to represent for the Sortedness change for Insertion Algotype, Bubble Algotype and Selection Algotype respectively. The red lines
represent the aggregation value change.We observed that the final Aggregation Values in (d) were larger than the final Aggregation Values in
(a), showing the system is able to reach greater aggregation values when the pressure of having to sort on unique number values (which can
conflict with the goal of identical adjacent Algotypes) is released by allowing duplicate valued cells. Panel (e) shows two examples of the cell
aggregation after the sorting process when the list contains duplicate values. Different colors represent different Algotypes. For cells with the
same value, the first example shows no clustering while the second example shows clear clustering.
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We underestimate matter and we 
underestimate algorithms/“machines”
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Final Message

• Minds are not fully defined by our models of them, 
neither for their limitations nor for their competencies.(c)
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Summary:
• Intelligence is ubiquitous; learning to rise above our limitations and 

recognize it in unfamiliar embodiments and problem spaces is essential 
for biomedical progress and ethical flourishing of sentient beings.


• You don’t know what something can do, what it wants, and how smart it 
is just because you know the algorithm, the materials’ properties, or 
even because you made it yourself.


• Research agenda = principled frameworks that avoid teleophobia and 
animism; we have to get it right, not skew low (or daydream high).  
Empirical testing of emergent goal-seeking and navigational 
competencies for engineering and regenerative medicine, explore a 
structured latent space.


• The future:

• Anthropomorphism , binary categories of man, machine, life

• Continuum of mind,   observer-relative models,

• AI tools as universal translators to Diverse Intelligences(c)
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More Details Here:
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Post-docs and staff scientists in the Levin lab:      
Douglas Blackiston - brain-body interface plasticity, synthetic living bodies
AiSun Tseng, Celia Herrera-Rincon, Nirosha Murugan - limb regeneration
Vaibhav Pai - voltage gradients in eye/brain induction and repair
Tal Shomrat - persistence of memory in regenerating brains 
Nestor Oviedo, Junji Morokuma - bioelectrics of planarian regeneration
Patrick McMillen - bioelectric imaging and embryogenesis
 

Graduate Students:
Gizem Gumuskaya - Anthrobots
Sherry Aw - bioelectric eye induction
Adam Goldstein, Taining Zhang - emergent competencies of algorithms

Technical support:
    Rakela Colon, Jayati Mandal - lab management

Erin Switzer - vertebrate animal husbandry
    Joan Lemire - molecular biology

Collaborators:   Allen Center members +
    Dany Adams - bioelectric face prepattern
    Alexis Pietak - computational modeling of bioelectrics

Joshua Bongard - Xenobot simulations and AI
    David Kaplan - Vmem and human MSC differentiation, regenerative sleeves 
    Simon Garnier - computational analysis of Anthrobot form and function
    Chris Fields - physics of sentience and sentience of physics
    Richard Watson - computational models of cognitive scaling and evolutionary learning
    Giovanni Pezzulo - cognitive science applied to morphogenesis

Model systems:   tadpoles, planaria, zebrafish, slime molds, human cells, and chick embryos

Funding support:   JTF, TWCF, DARPA, Paul G. Allen Frontiers Group, Sloan Foundation, NIH, NSF

Thank you to:

Disclosures: Morphoceuticals, Fauna Systems, Astonishing Labs
Illustrations:    Jeremy Guay @ Peregrine Creative(c)
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