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Motivations

• Large neural models are becoming very popular

• They are also impressive



Motivations

• Plagiarised papers on arXiv



Motivations
Why are we interested in compositional approaches? 

I.e., approaches that use symbols and compose them according to some rules


• Better at certain kinds of problem.


• Model aspects of human reasoning.


• Potentially more interpretable? 


• Provide ways to interpret what large neural models are doing.



Outline

• Analogy


• (A couple of) Compositional Approaches to Language


• Vision+Language


• Ambiguity and Metaphor


• Future work



Analogy

Lewis and Mitchell, CogSci 2024, https://arxiv.org/abs/2402.08955

https://arxiv.org/abs/2402.08955


Emergent Analogical Reasoning in GPT-3?
Webb, Holyoak, Lu, 2023

• Matrix reasoning


• Letterstring analogies


• Verbal analogies


• Story analogies

Figure 1: Summary of results. Matrix reasoning results show average accuracy on all problems in Digit Matrices problem
set, a novel text-based matrix reasoning task designed to emulate Raven’s Standard Progressive Matrices (SPM) problems.15

Note that the Digit Matrices were purely text-based, and therefore do not test for the ability to perform abstract reasoning
directly over visual inputs, as in the original SPM. Letter string results show average performance for novel letter string
analogy problem set, based on problems from Hofstadter and Mitchell.16 Both matrix reasoning and letter string results
reflect performance on generative task. Verbal analogy results show average performance on UCLA Verbal Analogy Test.17

Story analogy problems involved identification of analogous stories based on higher-order relations, using materials from
Gentner et al.18 Both verbal and story analogy results reflect multiple-choice accuracy, with chance performance indicated by
gray horizontal line. Chance performance for the two generative tasks (matrix reasoning and letter string analogies) is close
to zero, due to the very large space of possible generative responses. Black error bars represent standard error of the mean for
average performance across participants. Each dot represents accuracy for a single participant (matrix reasoning, N=40; letter
string analogies, N=57; verbal analogies, N=57; story analogies, N=54). Gray error bars represent 95% binomial confidence
intervals for average performance across multiple problems.

rules (though not the ability to do so directly from visual inputs). Strikingly, we found that GPT-3 performed as
well or better than college students in most conditions, despite receiving no direct training on this task. GPT-
3 also displayed strong zero-shot performance on letter string analogies,16 four-term verbal analogies,17,19–21 and
identification of analogies between stories.18,22,23 These results add to the growing body of work characterizing the
emergent capabilities of LLMs,24–28 and suggest that the most sophisticated LLMs may already possess an emergent
capacity to reason by analogy.

2 Results

We evaluated the language model GPT-3 on a set of analogy tasks, and compared its performance to human behavior.
GPT-3 is a large-scale (175B parameters), transformer-based29 language model developed by OpenAI.13 The original
base model was trained on a web-based corpus of natural language consisting of over 400 billion tokens, using a
training objective based on next-token prediction (given a string of text, the model is trained to predict the token
most likely appear next). A number of variants on this base model have since been developed by fine-tuning it
in various ways. These include training the model to generate code,30 and training it to respond appropriately to
human prompts, using either supervised learning or reinforcement learning from human feedback (RLHF).31 Our
evaluation focused on the most recent model variant, text-davinci-003 (here referred to simply as ‘GPT-3’), which
was the first to incorporate RLHF (along with the concurrently released, but distinct, ChatGPT model). We found
that text-davinci-003 displayed particularly strong performance on our analogy tasks, but earlier model variants also
performed well in some task settings, suggesting that multiple factors contributed to text-davinci-003’s analogical
capabilities (Supplementary Figures 1- 3). See Section S2 for further discussion.
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Letterstring Analogies

• If a b c d goes to a b c e what does i j k l go to?

• i j k m

• i j k e

Hofstadter 1994



Task types

• Extend sequence


abcd:abcde::ijkl:


• Successor


abcd:abce::ijkl:


• Predecessor


bcde:acde::ijkl:

• Remove redundant


abbcd:abcd::ijkkl:


• Fix alphabet


abqd:abcd::pjkl:


• Sort


bacd:abcd::ilkj:



Building counterfactual tasks

• Letterstring analogies with 
permuted alphabets.


• Alphabets with progressively more 
letters out of place: 2, 5, 10, 20.


• Symbol alphabet of 10 symbols.


• Counterfactual Comprehension 
Check (from Wu et al 2023)



Human experiments

• Gather data from 136 participants


• Participants complete 16 tasks:


• 6 with two different numbers of 
letters permuted


• 2 with symbol alphabets


• 2 attention checks



GPT experiments
Counterfactual letterstring problems

• Best prompt from Hodel & West 2023


• System: You are able to solve letter-string analogies.

• User: Use this fictional alphabet: [a u c d e f g h i j k l m n o p q r s t b v w x 
y z]. \nLet’s try to complete the pattern:\n[a u c d] [a u c e]\n[i j k l] [


• We also tested a human-like prompt, and a minimal version of a human-like 
prompt.



Results
Human data



GPT models are not robust to permuted alphabets
… unlike humans



Performance depends on the task



GPT makes different kinds of errors to humans
Error categorization

• Alternate rule formation; Incorrect rule applied; Wrong; Completely wrong


• GPT-4: More incorrect rules, more wrong

lmno:kmno::ijkl:gjkl  (Predecessor)

fghi:fghj::klmb:klmc  (Successor)


• Humans: More alternate rule formation, more completely wrong

linop:lmnop::odefg:ohefg  (Fix Alphabet)

mkljn:jklmn::uvwyx:?????  (Sort)



Conclusions

• We find that GPT models do not solve letter-string analogies in the way that 
humans do.


• Performance is worse than humans overall.


• Performance differs by task type.


• The types of errors made are characteristically different.


• Ongoing work into other types of analogical reasoning problems.



Integrating Neural and Symbolic 
Approaches to Language 



Type-Logical Approach

Conceptual Spaces
Compositional Distributional Semantics

Mapping Grammar to Conceptual Spaces
Building Conceptual Spaces

Summary and Discussion

What should the function be?

smelly baby cuddles dad
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Martha Lewis Interacting Conceptual SpacesCoecke, Sadrzadeh, Clark, 2010 https://arxiv.org/abs/1003.4394 

Baroni & Zamparelli, 2010 https://aclanthology.org/D10-1115/ 

• Grammar with types  for noun,  for sentence. Each type has left and right 
‘inverses’ such that:


 

• Build complex types by concatenation.

• If a string of types reduces to , it is grammatical.

N S

xlx ≤ 1 ≤ xxl xxr ≤ 1 ≤ xrx

S
Smelly dog chases kid

https://arxiv.org/abs/1003.4394
https://aclanthology.org/D10-1115/


Type-Logical Approach
“Nouns are vectors, adjectives are matrices”

Conceptual Spaces
Compositional Distributional Semantics

Mapping Grammar to Conceptual Spaces
Building Conceptual Spaces

Summary and Discussion

What should the function be?
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Vectors

Tensor contraction

(Multi)linear 
maps

Coecke, Sadrzadeh, Clark, 2010 https://arxiv.org/abs/1003.4394 

Baroni & Zamparelli, 2010 https://aclanthology.org/D10-1115/ 

Smelly dog chases kid

We get the meaning of the sentence by composing the meanings of the words.

https://arxiv.org/abs/1003.4394
https://aclanthology.org/D10-1115/


Role-filler bindings
Smolensky, 1990

• View a symbolic structure (like a sentence) as a set of role-filler bindings.





• Lots of variants! Holographic reduced representations (Plate, 1995), spatter 
codes (Kanerva, 1994).


Benefits: compositionality, systematicity. Used in biologically realistic neural 
architectures.

Dog chases kid ↦ {dog/rsubj, chases/rverb, kid/robj} Symbolic

↦ dog ⊗ ⃗rsubj + chases ⊗ ⃗rverb + kid ⊗ ⃗robj Neural



Applications



Vision+Language

Lewis, Nayak, Yu, Yu, Merullo, Bach, Pavlick, EACL Findings https://aclanthology.org/2024.findings-eacl.101/

Wray, Pearson, Lewis MMFM Workshop at CVPR 2024



VLMs are bad at encoding spatial concepts

A red cube in front of a green cylinder



Concept Binding Benchmark
Single-object, Two-object, Relational

Blue cube, blue sphere, red 
cube, red cylinder, cyan cube

(a) Single-object dataset. Example true
label and distractors are: {blue cube,
yellow sphere, gray cube, purple cylin-
der, cyan cylinder}

(b) Two-object dataset. Example true
label and distractors are: {yellow
sphere, yellow cube, red sphere, blue
cube, purple cylinder}. yellow cube
and red sphere are ‘hard’ distractors.

(c) Relational dataset. Example true
label and distractors are: {cylinder left
of cube, cube left of cylinder, cylinder
right of cube, sphere left of cube, cylin-
der left of sphere}.

Figure 1: Example images and label sets from each dataset. The texts in Green are the true classes and Red are the
distractors. Unlike the two-object and relational datasets, the single-object dataset does not require concept binding.

Train Validation Generalization

Dataset # Examples # Classes # Examples # Classes # Examples # Classes

Single-object 5598 14 799 2 3195 8
Two-object 20000 14 20000 2 20000 8
Relational 40000 20 20000 2 20000 2

Table 1: Summary of the statistics of the datasets in the concept binding benchmark.

Type-logical model (TL) Type-logical ap-
proaches to distributional semantics map
grammatical structure into vector space seman-
tics (Baroni and Zamparelli, 2010; Coecke et al.,
2010). Concretely, we represent the nouns as vec-
tors, adjectives as matrices, and the composition of
an adjective and a noun is given by matrix-vector
multiplication. Following Kartsaklis et al. (2012),
we represent transitive verb or relation as a matrix,
and the composition of the noun-relation-noun is
given by matrix-vector multiplication followed by
pointwise vector multiplication, i.e.:

T (a, n) = A · n, T (s,R, o) = s� (R · o)

where n, s, and a are learnable embeddings, A and
R are learnable weight matrices, · is matrix-vector
multiplication and � is pointwise multiplication .

Role-filler model (RF) Introduced in Smolensky
(1990), role-filler-based representations provide a
means of representing structure using vectors. A
symbolic structure can be represented as a collec-
tion of role-filler bindings, instantiated within a
vector space. Consider red cube which is rendered
as red ~ adj. + cube ~ noun where adj. and
noun are role vectors, red and cube are filler
vectors, and circular convolution ~ is a binding

operator (Plate, 1995). Formally, we learn an em-
bedding for each filler, of type noun, adjective, or
relation, and another set of embeddings for each
role:

T (a, n) = a~ ra + n~ rn

T (s,R, o) = s~ rs +R~ rR + o~ ro

where all of a, n, s, R, o, ra, rn, rs, rR, and
ro are learnable embeddings and ~ is the circular
convolution operation.

3 Concept Binding Benchmark

We introduce the concept binding benchmark to
evaluate the compositional generalization capabil-
ities of VLMs. In this benchmark, we introduce
three datasets: single-object, two-object, and re-
lational (see Figure 1). Following Johnson et al.
(2017), we use Community (2018) to generate syn-
thetic datasets with objects of simple shapes and
colors. Each dataset contains train, validation, and
generalization sets with no overlap in the true class
labels. Class labels are of the form adjective-noun
or subject-relation-object. All individual nouns,
adjectives, and relations are included in the train-
ing sets such that we can train models on the train-
ing set and test for compositional generalization on

Yellow sphere, grey sphere, 
yellow cube, red cylinder, cyan 
cube


Cube left of cylinder, cube right 
of cylinder, cylinder left of cube, 
sphere left of cylinder, cylinder 
right of sphere

Johnson, Justin, et al. “CLEVR: A diagnostic dataset for compositional language and elementary visual reasoning." CVPR 2017



CLIP - Image Captioning

Image credit: https://openai.com/research/clip

https://openai.com/research/clip


Compositional Model

Yellow sphere

Metallic cube

Yellow cylinder

Yellow sphere

Yellow

Yellow

Yellow

Yellow Cube

Models:

• Add, Mult, Conv


• Type-logical: 

• Role-filler: 


yellow sphere

yellow ⊛ adj + sphere ⊛ noun

J(θ) = − log σ(⟨m, f(w1, . . . , wn)⟩) − ∑̄
p∈P

log σ( − ⟨m, f(wp̄1, . . . , wp̄n)⟩)



red cube and yellow sphere. When red cube is the
positive label, we set two of the four distractors
to be red sphere and yellow cube. The other two
distractors are randomly sampled from the pool of
negative labels, say blue sphere and red cylinder.
We follow the same procedure when yellow sphere
is the positive example.

Relational dataset This dataset contains im-
ages with two objects. A correct label for
an image is given by a phrase of the form
subject relation object. We consider the following
objects and relations: cube, sphere, and cylinder
and left, right, front, and behind. This means there
are 24 possible combinations of spatial relations of
the form aRb where {a, b} are objects and a 6= b
and R is the relation. For each image, the distractor
labels are constructed as {bRa, aSb, aRc, cRb}
where c /2 {a, b} is an object type other than a or b
and S is the relation opposite to R. The validation
set includes images of cubes in front of spheres
(equivalently, spheres behind cubes), and the gen-
eralization set includes images of cylinders in front
of cubes (equivalently, cubes behind cylinders). All
the other 20 image types are seen in the training
set, and note that shapes can appear on either side
of the image. Figure 1c shows an example from
the training set with a cylinder behind cube.

4 Experiments and Results

To understand the compositional capabilities of
CLIP, we benchmark CLIP and the compositional
models from Section 2 on the three datasets de-
scribed in Section 3. Detailed training setup and
parameters are given in Appendix A. We have re-
leased code and datasets for all experiments.2

4.1 Single Adjective-Noun Composition

We test the ability of our models to correctly clas-
sify the composition of objects with properties (e.g.,
“red cube”) in the single-object dataset.

Results In Table 2, we see that frozen CLIP out-
performs all the models. CLIP achieves 97.75% on
the validation set and 92.39% on the generalization
set. After fine-tuning, CLIP’s performance drops
to 89.06% on the validation set and 78.54% on
the generalization set. We observe a similar trend
in CSP, i.e., the performance on the validation set

2https://github.com/marthaflinderslewis/
clip-binding

Model Train Val Gen

CLIP 94.23 97.75 92.39

CLIP-FT 98.98 1.02 89.06 5.84 78.54 4.41

CSP 94.98 0.45 84.58 0.16 88.74 0.34

Add 99.77 0.03 44.98 1.32 85.16 0.96

Mult 43.27 13.9 4.48 4.08 5.38 2.66

Conv 41.10 14.3 7.33 2.90 4.11 1.53

TL 99.98 0.02 1.08 0.44 0.92 0.24

RF 98.87 0.11 59.52 6.12 80.64 1.36

Table 2: Results for all models on single adjective-noun
composition, training epoch chosen by performance on
validation set. We report the average accuracy for all
the methods on 5 random seeds and the standard error.

Model Adj Noun Both

CLIP 83.47 14.87 1.65

CLIP-FT 0.12 0.12 92.95 4.09 6.94 3.98

CSP 85.19 0.72 12.57 0.72 2.24 0.05

Add 94.85 0.51 1.13 0.22 4.02 0.43

Mult 33.47 3.17 14.70 2.62 51.84 5.75

Conv 29.59 3.19 13.12 1.84 57.29 4.25

TL 39.18 0.72 21.64 0.27 39.17 0.50

RF 64.01 2.70 10.99 1.08 24.99 2.50

Table 3: Percentages assigned to each type of error for
the single-object color task, generalization split. Here,
Adj means the model predicted the adjective incorrectly
but the noun correct; Noun means the opposite error;
and Both means the model predicted neither the adjec-
tive nor the noun correctly. We report the average error
proportions for all the methods on 5 random seeds and
the standard error.

reduces to 84.58% but achieves slightly better per-
formance on the generalization set with 88.74%.
We suspect this drop is because the model overfits
to the true compositions in the training set.3 Out
of the CDSMs, Add and RF both perform well on
training and generalization sets, achieving 80.64%
and 85.16% on the generalization set respectively.
We see that Conv, Mult, and TL are unable to gen-
eralize to the validation and the generalization sets.

3Calibrating predictions on the validation set is a common
practice in zero-shot learning to reduce bias towards seen
classes. We find calibration improves CSP from 88.74% to
96.31% on the single-object setting. This shows fine-tuned
variants of CLIP can generalize better than frozen CLIP. How-
ever, calibration in the two-object setting does not improve
generalization accuracy suggesting this setting is harder as it
requires binding adjectives to objects. Details in Appendix C.

Model Train Val Gen

CLIP 27.02 7.17 31.40

CLIP-FT 86.91 8.15 6.31 3.31 0.25 0.10

CSP 37.59 1.54 20.98 0.22 11.15 2.03

Add 32.46 0.11 15.38 0.89 21.37 0.60

Mult 86.65 8.93 4.66 1.35 0.13 0.03

Conv 46.26 0.53 7.11 2.18 0.28 0.14

TL 99.41 0.17 21.23 4.08 0.08 0.07

RF 25.23 1.08 25.13 3.99 20.36 1.36

Table 4: Results for all models on adjective-noun bind-
ing task, training epoch chosen by performance on val-
idation set. We report the average accuracy for all the
methods on 5 random seeds and the standard error.

These three models can achieve high performance
(high 90s) on the training set after several epochs
but at the expense of performance on the validation
set (not included in Table 2 as we report accuracy
based on best performance on the validation set).

A breakdown of errors on the generalization set
is reported in Table 3. We see that CSP, Add, and
RF have similar types of errors, i.e., these mod-
els often predict the incorrect adjective but predict
the correct noun. CLIP-FT, however, predicts the
adjective (color) correctly but gets the noun wrong.

4.2 Two-Object Adjective-Noun Binding
In this task, we test whether CLIP can bind con-
cepts together. Given two objects, can CLIP bind
adjectives to correct objects as opposed to merely
representing the image as a “bag of concepts”? For
example, in Figure 1b, can CLIP predict that the im-
age contains a red cube rather than a yellow cube?

Results This task is more challenging for all mod-
els (Table 4). Frozen CLIP performs at a level close
to chance. After fine-tuning, we see that CLIP-FT
overfits to the training set, achieving good train-
ing accuracy (86.91%), but falling much lower on
validation and generalization (6.31% and 0.25%
respectively). At the epoch with the best accuracy
on the validation set, CSP has a lower performance
on the training set and slightly higher on the vali-
dation and generalization sets compared to CLIP-
FT. However, as training progresses, we observe
that CSP also overfits to the training set (not re-
ported in the table). We see that Conv, Mult and
TL also exhibit the same pattern of overfitting to
the training data, with high training accuracy and
low validation and generalization accuracy. The

Model Adj Noun Both

CLIP 53.08 45.40 1.51

CLIP-FT 47.63 0.26 46.89 1.20 5.48 1.01

CSP 49.22 0.54 48.25 0.72 2.53 0.17

Add 53.57 0.16 44.32 0.25 2.11 0.23

Mult 48.51 0.03 46.43 1.13 5.06 1.15

Conv 44.27 0.19 38.20 0.35 17.53 0.43

TL 48.76 0.03 47.85 0.12 3.39 0.15

RF 50.64 0.91 41.32 1.26 8.04 1.46

Table 5: Percentages assigned to each type of error for
the two-object setting. Here, Adj means the model pre-
dicted the adjective incorrectly but the noun correct;
Noun means the opposite error; and Both means the
model predicted neither the adjective nor the noun cor-
rectly. We report the average error proportions for all
the methods on 5 random seeds and the standard error.

additive models, Add and RF, underfit the training
set and show random accuracy on validation and
generalization sets.

Table 5 shows that the errors are similar across
the models. For most models, the errors are evenly
split between the adjectives and the nouns while
only a small proportion of the errors get both in-
correct. However, we find that Conv incorrectly
predicts both the adjective and noun. For the best
performing models, Add and RF, there is a slight
bias towards getting the adjective wrong rather than
the noun.

4.3 Relational Composition
In this task, we test understanding of spatial re-
lationships between objects, i.e., can our models
bind objects to positions? This task requires the
models to encode an order or relation between
two arguments. For example, in Figure 1c, can
CLIP differentiate between cube behind cylinder
and cylinder behind cube, even though they have
the same words?

Results Frozen CLIP performs slightly better
than chance on the training set, but worse on the
validation and generalization sets, indicating that
these may be more difficult (Table 6). After fine-
tuning, CLIP-FT improves to around 50% on the
training set, but is completely unable to general-
ize. This pattern is also seen for CSP and TL. All
the other CDSMs perform slightly above chance.
This is to be expected for Add, Mult, and Conv
because they are commutative. Surprisingly, RF

Results - Single Object and Two Object
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We see that Conv, Mult, and TL are unable to gen-
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These three models can achieve high performance
(high 90s) on the training set after several epochs
but at the expense of performance on the validation
set (not included in Table 2 as we report accuracy
based on best performance on the validation set).

A breakdown of errors on the generalization set
is reported in Table 3. We see that CSP, Add, and
RF have similar types of errors, i.e., these mod-
els often predict the incorrect adjective but predict
the correct noun. CLIP-FT, however, predicts the
adjective (color) correctly but gets the noun wrong.

4.2 Two-Object Adjective-Noun Binding
In this task, we test whether CLIP can bind con-
cepts together. Given two objects, can CLIP bind
adjectives to correct objects as opposed to merely
representing the image as a “bag of concepts”? For
example, in Figure 1b, can CLIP predict that the im-
age contains a red cube rather than a yellow cube?

Results This task is more challenging for all mod-
els (Table 4). Frozen CLIP performs at a level close
to chance. After fine-tuning, we see that CLIP-FT
overfits to the training set, achieving good train-
ing accuracy (86.91%), but falling much lower on
validation and generalization (6.31% and 0.25%
respectively). At the epoch with the best accuracy
on the validation set, CSP has a lower performance
on the training set and slightly higher on the vali-
dation and generalization sets compared to CLIP-
FT. However, as training progresses, we observe
that CSP also overfits to the training set (not re-
ported in the table). We see that Conv, Mult and
TL also exhibit the same pattern of overfitting to
the training data, with high training accuracy and
low validation and generalization accuracy. The

Model Adj Noun Both

CLIP 53.08 45.40 1.51

CLIP-FT 47.63 0.26 46.89 1.20 5.48 1.01

CSP 49.22 0.54 48.25 0.72 2.53 0.17

Add 53.57 0.16 44.32 0.25 2.11 0.23

Mult 48.51 0.03 46.43 1.13 5.06 1.15

Conv 44.27 0.19 38.20 0.35 17.53 0.43

TL 48.76 0.03 47.85 0.12 3.39 0.15

RF 50.64 0.91 41.32 1.26 8.04 1.46

Table 5: Percentages assigned to each type of error for
the two-object setting. Here, Adj means the model pre-
dicted the adjective incorrectly but the noun correct;
Noun means the opposite error; and Both means the
model predicted neither the adjective nor the noun cor-
rectly. We report the average error proportions for all
the methods on 5 random seeds and the standard error.

additive models, Add and RF, underfit the training
set and show random accuracy on validation and
generalization sets.

Table 5 shows that the errors are similar across
the models. For most models, the errors are evenly
split between the adjectives and the nouns while
only a small proportion of the errors get both in-
correct. However, we find that Conv incorrectly
predicts both the adjective and noun. For the best
performing models, Add and RF, there is a slight
bias towards getting the adjective wrong rather than
the noun.

4.3 Relational Composition
In this task, we test understanding of spatial re-
lationships between objects, i.e., can our models
bind objects to positions? This task requires the
models to encode an order or relation between
two arguments. For example, in Figure 1c, can
CLIP differentiate between cube behind cylinder
and cylinder behind cube, even though they have
the same words?

Results Frozen CLIP performs slightly better
than chance on the training set, but worse on the
validation and generalization sets, indicating that
these may be more difficult (Table 6). After fine-
tuning, CLIP-FT improves to around 50% on the
training set, but is completely unable to general-
ize. This pattern is also seen for CSP and TL. All
the other CDSMs perform slightly above chance.
This is to be expected for Add, Mult, and Conv
because they are commutative. Surprisingly, RF
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red cube and yellow sphere. When red cube is the
positive label, we set two of the four distractors
to be red sphere and yellow cube. The other two
distractors are randomly sampled from the pool of
negative labels, say blue sphere and red cylinder.
We follow the same procedure when yellow sphere
is the positive example.

Relational dataset This dataset contains im-
ages with two objects. A correct label for
an image is given by a phrase of the form
subject relation object. We consider the following
objects and relations: cube, sphere, and cylinder
and left, right, front, and behind. This means there
are 24 possible combinations of spatial relations of
the form aRb where {a, b} are objects and a 6= b
and R is the relation. For each image, the distractor
labels are constructed as {bRa, aSb, aRc, cRb}
where c /2 {a, b} is an object type other than a or b
and S is the relation opposite to R. The validation
set includes images of cubes in front of spheres
(equivalently, spheres behind cubes), and the gen-
eralization set includes images of cylinders in front
of cubes (equivalently, cubes behind cylinders). All
the other 20 image types are seen in the training
set, and note that shapes can appear on either side
of the image. Figure 1c shows an example from
the training set with a cylinder behind cube.

4 Experiments and Results

To understand the compositional capabilities of
CLIP, we benchmark CLIP and the compositional
models from Section 2 on the three datasets de-
scribed in Section 3. Detailed training setup and
parameters are given in Appendix A. We have re-
leased code and datasets for all experiments.2

4.1 Single Adjective-Noun Composition

We test the ability of our models to correctly clas-
sify the composition of objects with properties (e.g.,
“red cube”) in the single-object dataset.

Results In Table 2, we see that frozen CLIP out-
performs all the models. CLIP achieves 97.75% on
the validation set and 92.39% on the generalization
set. After fine-tuning, CLIP’s performance drops
to 89.06% on the validation set and 78.54% on
the generalization set. We observe a similar trend
in CSP, i.e., the performance on the validation set

2https://github.com/marthaflinderslewis/
clip-binding

Model Train Val Gen

CLIP 94.23 97.75 92.39

CLIP-FT 98.98 1.02 89.06 5.84 78.54 4.41

CSP 94.98 0.45 84.58 0.16 88.74 0.34

Add 99.77 0.03 44.98 1.32 85.16 0.96

Mult 43.27 13.9 4.48 4.08 5.38 2.66

Conv 41.10 14.3 7.33 2.90 4.11 1.53

TL 99.98 0.02 1.08 0.44 0.92 0.24

RF 98.87 0.11 59.52 6.12 80.64 1.36

Table 2: Results for all models on single adjective-noun
composition, training epoch chosen by performance on
validation set. We report the average accuracy for all
the methods on 5 random seeds and the standard error.

Model Adj Noun Both

CLIP 83.47 14.87 1.65

CLIP-FT 0.12 0.12 92.95 4.09 6.94 3.98

CSP 85.19 0.72 12.57 0.72 2.24 0.05

Add 94.85 0.51 1.13 0.22 4.02 0.43

Mult 33.47 3.17 14.70 2.62 51.84 5.75

Conv 29.59 3.19 13.12 1.84 57.29 4.25

TL 39.18 0.72 21.64 0.27 39.17 0.50

RF 64.01 2.70 10.99 1.08 24.99 2.50

Table 3: Percentages assigned to each type of error for
the single-object color task, generalization split. Here,
Adj means the model predicted the adjective incorrectly
but the noun correct; Noun means the opposite error;
and Both means the model predicted neither the adjec-
tive nor the noun correctly. We report the average error
proportions for all the methods on 5 random seeds and
the standard error.

reduces to 84.58% but achieves slightly better per-
formance on the generalization set with 88.74%.
We suspect this drop is because the model overfits
to the true compositions in the training set.3 Out
of the CDSMs, Add and RF both perform well on
training and generalization sets, achieving 80.64%
and 85.16% on the generalization set respectively.
We see that Conv, Mult, and TL are unable to gen-
eralize to the validation and the generalization sets.

3Calibrating predictions on the validation set is a common
practice in zero-shot learning to reduce bias towards seen
classes. We find calibration improves CSP from 88.74% to
96.31% on the single-object setting. This shows fine-tuned
variants of CLIP can generalize better than frozen CLIP. How-
ever, calibration in the two-object setting does not improve
generalization accuracy suggesting this setting is harder as it
requires binding adjectives to objects. Details in Appendix C.

Model Train Val Gen

CLIP 27.02 7.17 31.40

CLIP-FT 86.91 8.15 6.31 3.31 0.25 0.10

CSP 37.59 1.54 20.98 0.22 11.15 2.03

Add 32.46 0.11 15.38 0.89 21.37 0.60

Mult 86.65 8.93 4.66 1.35 0.13 0.03

Conv 46.26 0.53 7.11 2.18 0.28 0.14

TL 99.41 0.17 21.23 4.08 0.08 0.07

RF 25.23 1.08 25.13 3.99 20.36 1.36

Table 4: Results for all models on adjective-noun bind-
ing task, training epoch chosen by performance on val-
idation set. We report the average accuracy for all the
methods on 5 random seeds and the standard error.

These three models can achieve high performance
(high 90s) on the training set after several epochs
but at the expense of performance on the validation
set (not included in Table 2 as we report accuracy
based on best performance on the validation set).

A breakdown of errors on the generalization set
is reported in Table 3. We see that CSP, Add, and
RF have similar types of errors, i.e., these mod-
els often predict the incorrect adjective but predict
the correct noun. CLIP-FT, however, predicts the
adjective (color) correctly but gets the noun wrong.

4.2 Two-Object Adjective-Noun Binding
In this task, we test whether CLIP can bind con-
cepts together. Given two objects, can CLIP bind
adjectives to correct objects as opposed to merely
representing the image as a “bag of concepts”? For
example, in Figure 1b, can CLIP predict that the im-
age contains a red cube rather than a yellow cube?

Results This task is more challenging for all mod-
els (Table 4). Frozen CLIP performs at a level close
to chance. After fine-tuning, we see that CLIP-FT
overfits to the training set, achieving good train-
ing accuracy (86.91%), but falling much lower on
validation and generalization (6.31% and 0.25%
respectively). At the epoch with the best accuracy
on the validation set, CSP has a lower performance
on the training set and slightly higher on the vali-
dation and generalization sets compared to CLIP-
FT. However, as training progresses, we observe
that CSP also overfits to the training set (not re-
ported in the table). We see that Conv, Mult and
TL also exhibit the same pattern of overfitting to
the training data, with high training accuracy and
low validation and generalization accuracy. The

Model Adj Noun Both

CLIP 53.08 45.40 1.51

CLIP-FT 47.63 0.26 46.89 1.20 5.48 1.01

CSP 49.22 0.54 48.25 0.72 2.53 0.17

Add 53.57 0.16 44.32 0.25 2.11 0.23

Mult 48.51 0.03 46.43 1.13 5.06 1.15

Conv 44.27 0.19 38.20 0.35 17.53 0.43

TL 48.76 0.03 47.85 0.12 3.39 0.15

RF 50.64 0.91 41.32 1.26 8.04 1.46

Table 5: Percentages assigned to each type of error for
the two-object setting. Here, Adj means the model pre-
dicted the adjective incorrectly but the noun correct;
Noun means the opposite error; and Both means the
model predicted neither the adjective nor the noun cor-
rectly. We report the average error proportions for all
the methods on 5 random seeds and the standard error.

additive models, Add and RF, underfit the training
set and show random accuracy on validation and
generalization sets.

Table 5 shows that the errors are similar across
the models. For most models, the errors are evenly
split between the adjectives and the nouns while
only a small proportion of the errors get both in-
correct. However, we find that Conv incorrectly
predicts both the adjective and noun. For the best
performing models, Add and RF, there is a slight
bias towards getting the adjective wrong rather than
the noun.

4.3 Relational Composition
In this task, we test understanding of spatial re-
lationships between objects, i.e., can our models
bind objects to positions? This task requires the
models to encode an order or relation between
two arguments. For example, in Figure 1c, can
CLIP differentiate between cube behind cylinder
and cylinder behind cube, even though they have
the same words?

Results Frozen CLIP performs slightly better
than chance on the training set, but worse on the
validation and generalization sets, indicating that
these may be more difficult (Table 6). After fine-
tuning, CLIP-FT improves to around 50% on the
training set, but is completely unable to general-
ize. This pattern is also seen for CSP and TL. All
the other CDSMs perform slightly above chance.
This is to be expected for Add, Mult, and Conv
because they are commutative. Surprisingly, RF
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red cube and yellow sphere. When red cube is the
positive label, we set two of the four distractors
to be red sphere and yellow cube. The other two
distractors are randomly sampled from the pool of
negative labels, say blue sphere and red cylinder.
We follow the same procedure when yellow sphere
is the positive example.

Relational dataset This dataset contains im-
ages with two objects. A correct label for
an image is given by a phrase of the form
subject relation object. We consider the following
objects and relations: cube, sphere, and cylinder
and left, right, front, and behind. This means there
are 24 possible combinations of spatial relations of
the form aRb where {a, b} are objects and a 6= b
and R is the relation. For each image, the distractor
labels are constructed as {bRa, aSb, aRc, cRb}
where c /2 {a, b} is an object type other than a or b
and S is the relation opposite to R. The validation
set includes images of cubes in front of spheres
(equivalently, spheres behind cubes), and the gen-
eralization set includes images of cylinders in front
of cubes (equivalently, cubes behind cylinders). All
the other 20 image types are seen in the training
set, and note that shapes can appear on either side
of the image. Figure 1c shows an example from
the training set with a cylinder behind cube.

4 Experiments and Results

To understand the compositional capabilities of
CLIP, we benchmark CLIP and the compositional
models from Section 2 on the three datasets de-
scribed in Section 3. Detailed training setup and
parameters are given in Appendix A. We have re-
leased code and datasets for all experiments.2

4.1 Single Adjective-Noun Composition

We test the ability of our models to correctly clas-
sify the composition of objects with properties (e.g.,
“red cube”) in the single-object dataset.

Results In Table 2, we see that frozen CLIP out-
performs all the models. CLIP achieves 97.75% on
the validation set and 92.39% on the generalization
set. After fine-tuning, CLIP’s performance drops
to 89.06% on the validation set and 78.54% on
the generalization set. We observe a similar trend
in CSP, i.e., the performance on the validation set

2https://github.com/marthaflinderslewis/
clip-binding

Model Train Val Gen

CLIP 94.23 97.75 92.39

CLIP-FT 98.98 1.02 89.06 5.84 78.54 4.41

CSP 94.98 0.45 84.58 0.16 88.74 0.34

Add 99.77 0.03 44.98 1.32 85.16 0.96

Mult 43.27 13.9 4.48 4.08 5.38 2.66

Conv 41.10 14.3 7.33 2.90 4.11 1.53

TL 99.98 0.02 1.08 0.44 0.92 0.24

RF 98.87 0.11 59.52 6.12 80.64 1.36

Table 2: Results for all models on single adjective-noun
composition, training epoch chosen by performance on
validation set. We report the average accuracy for all
the methods on 5 random seeds and the standard error.

Model Adj Noun Both

CLIP 83.47 14.87 1.65

CLIP-FT 0.12 0.12 92.95 4.09 6.94 3.98

CSP 85.19 0.72 12.57 0.72 2.24 0.05

Add 94.85 0.51 1.13 0.22 4.02 0.43

Mult 33.47 3.17 14.70 2.62 51.84 5.75

Conv 29.59 3.19 13.12 1.84 57.29 4.25

TL 39.18 0.72 21.64 0.27 39.17 0.50

RF 64.01 2.70 10.99 1.08 24.99 2.50

Table 3: Percentages assigned to each type of error for
the single-object color task, generalization split. Here,
Adj means the model predicted the adjective incorrectly
but the noun correct; Noun means the opposite error;
and Both means the model predicted neither the adjec-
tive nor the noun correctly. We report the average error
proportions for all the methods on 5 random seeds and
the standard error.

reduces to 84.58% but achieves slightly better per-
formance on the generalization set with 88.74%.
We suspect this drop is because the model overfits
to the true compositions in the training set.3 Out
of the CDSMs, Add and RF both perform well on
training and generalization sets, achieving 80.64%
and 85.16% on the generalization set respectively.
We see that Conv, Mult, and TL are unable to gen-
eralize to the validation and the generalization sets.

3Calibrating predictions on the validation set is a common
practice in zero-shot learning to reduce bias towards seen
classes. We find calibration improves CSP from 88.74% to
96.31% on the single-object setting. This shows fine-tuned
variants of CLIP can generalize better than frozen CLIP. How-
ever, calibration in the two-object setting does not improve
generalization accuracy suggesting this setting is harder as it
requires binding adjectives to objects. Details in Appendix C.

Model Train Val Gen

CLIP 27.02 7.17 31.40

CLIP-FT 86.91 8.15 6.31 3.31 0.25 0.10

CSP 37.59 1.54 20.98 0.22 11.15 2.03

Add 32.46 0.11 15.38 0.89 21.37 0.60

Mult 86.65 8.93 4.66 1.35 0.13 0.03

Conv 46.26 0.53 7.11 2.18 0.28 0.14

TL 99.41 0.17 21.23 4.08 0.08 0.07

RF 25.23 1.08 25.13 3.99 20.36 1.36

Table 4: Results for all models on adjective-noun bind-
ing task, training epoch chosen by performance on val-
idation set. We report the average accuracy for all the
methods on 5 random seeds and the standard error.

These three models can achieve high performance
(high 90s) on the training set after several epochs
but at the expense of performance on the validation
set (not included in Table 2 as we report accuracy
based on best performance on the validation set).

A breakdown of errors on the generalization set
is reported in Table 3. We see that CSP, Add, and
RF have similar types of errors, i.e., these mod-
els often predict the incorrect adjective but predict
the correct noun. CLIP-FT, however, predicts the
adjective (color) correctly but gets the noun wrong.

4.2 Two-Object Adjective-Noun Binding
In this task, we test whether CLIP can bind con-
cepts together. Given two objects, can CLIP bind
adjectives to correct objects as opposed to merely
representing the image as a “bag of concepts”? For
example, in Figure 1b, can CLIP predict that the im-
age contains a red cube rather than a yellow cube?

Results This task is more challenging for all mod-
els (Table 4). Frozen CLIP performs at a level close
to chance. After fine-tuning, we see that CLIP-FT
overfits to the training set, achieving good train-
ing accuracy (86.91%), but falling much lower on
validation and generalization (6.31% and 0.25%
respectively). At the epoch with the best accuracy
on the validation set, CSP has a lower performance
on the training set and slightly higher on the vali-
dation and generalization sets compared to CLIP-
FT. However, as training progresses, we observe
that CSP also overfits to the training set (not re-
ported in the table). We see that Conv, Mult and
TL also exhibit the same pattern of overfitting to
the training data, with high training accuracy and
low validation and generalization accuracy. The

Model Adj Noun Both

CLIP 53.08 45.40 1.51

CLIP-FT 47.63 0.26 46.89 1.20 5.48 1.01

CSP 49.22 0.54 48.25 0.72 2.53 0.17

Add 53.57 0.16 44.32 0.25 2.11 0.23

Mult 48.51 0.03 46.43 1.13 5.06 1.15

Conv 44.27 0.19 38.20 0.35 17.53 0.43

TL 48.76 0.03 47.85 0.12 3.39 0.15

RF 50.64 0.91 41.32 1.26 8.04 1.46

Table 5: Percentages assigned to each type of error for
the two-object setting. Here, Adj means the model pre-
dicted the adjective incorrectly but the noun correct;
Noun means the opposite error; and Both means the
model predicted neither the adjective nor the noun cor-
rectly. We report the average error proportions for all
the methods on 5 random seeds and the standard error.

additive models, Add and RF, underfit the training
set and show random accuracy on validation and
generalization sets.

Table 5 shows that the errors are similar across
the models. For most models, the errors are evenly
split between the adjectives and the nouns while
only a small proportion of the errors get both in-
correct. However, we find that Conv incorrectly
predicts both the adjective and noun. For the best
performing models, Add and RF, there is a slight
bias towards getting the adjective wrong rather than
the noun.

4.3 Relational Composition
In this task, we test understanding of spatial re-
lationships between objects, i.e., can our models
bind objects to positions? This task requires the
models to encode an order or relation between
two arguments. For example, in Figure 1c, can
CLIP differentiate between cube behind cylinder
and cylinder behind cube, even though they have
the same words?

Results Frozen CLIP performs slightly better
than chance on the training set, but worse on the
validation and generalization sets, indicating that
these may be more difficult (Table 6). After fine-
tuning, CLIP-FT improves to around 50% on the
training set, but is completely unable to general-
ize. This pattern is also seen for CSP and TL. All
the other CDSMs perform slightly above chance.
This is to be expected for Add, Mult, and Conv
because they are commutative. Surprisingly, RF
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red cube and yellow sphere. When red cube is the
positive label, we set two of the four distractors
to be red sphere and yellow cube. The other two
distractors are randomly sampled from the pool of
negative labels, say blue sphere and red cylinder.
We follow the same procedure when yellow sphere
is the positive example.

Relational dataset This dataset contains im-
ages with two objects. A correct label for
an image is given by a phrase of the form
subject relation object. We consider the following
objects and relations: cube, sphere, and cylinder
and left, right, front, and behind. This means there
are 24 possible combinations of spatial relations of
the form aRb where {a, b} are objects and a 6= b
and R is the relation. For each image, the distractor
labels are constructed as {bRa, aSb, aRc, cRb}
where c /2 {a, b} is an object type other than a or b
and S is the relation opposite to R. The validation
set includes images of cubes in front of spheres
(equivalently, spheres behind cubes), and the gen-
eralization set includes images of cylinders in front
of cubes (equivalently, cubes behind cylinders). All
the other 20 image types are seen in the training
set, and note that shapes can appear on either side
of the image. Figure 1c shows an example from
the training set with a cylinder behind cube.

4 Experiments and Results

To understand the compositional capabilities of
CLIP, we benchmark CLIP and the compositional
models from Section 2 on the three datasets de-
scribed in Section 3. Detailed training setup and
parameters are given in Appendix A. We have re-
leased code and datasets for all experiments.2

4.1 Single Adjective-Noun Composition

We test the ability of our models to correctly clas-
sify the composition of objects with properties (e.g.,
“red cube”) in the single-object dataset.

Results In Table 2, we see that frozen CLIP out-
performs all the models. CLIP achieves 97.75% on
the validation set and 92.39% on the generalization
set. After fine-tuning, CLIP’s performance drops
to 89.06% on the validation set and 78.54% on
the generalization set. We observe a similar trend
in CSP, i.e., the performance on the validation set

2https://github.com/marthaflinderslewis/
clip-binding

Model Train Val Gen

CLIP 94.23 97.75 92.39

CLIP-FT 98.98 1.02 89.06 5.84 78.54 4.41

CSP 94.98 0.45 84.58 0.16 88.74 0.34

Add 99.77 0.03 44.98 1.32 85.16 0.96

Mult 43.27 13.9 4.48 4.08 5.38 2.66

Conv 41.10 14.3 7.33 2.90 4.11 1.53

TL 99.98 0.02 1.08 0.44 0.92 0.24

RF 98.87 0.11 59.52 6.12 80.64 1.36

Table 2: Results for all models on single adjective-noun
composition, training epoch chosen by performance on
validation set. We report the average accuracy for all
the methods on 5 random seeds and the standard error.

Model Adj Noun Both

CLIP 83.47 14.87 1.65

CLIP-FT 0.12 0.12 92.95 4.09 6.94 3.98

CSP 85.19 0.72 12.57 0.72 2.24 0.05

Add 94.85 0.51 1.13 0.22 4.02 0.43

Mult 33.47 3.17 14.70 2.62 51.84 5.75

Conv 29.59 3.19 13.12 1.84 57.29 4.25

TL 39.18 0.72 21.64 0.27 39.17 0.50

RF 64.01 2.70 10.99 1.08 24.99 2.50

Table 3: Percentages assigned to each type of error for
the single-object color task, generalization split. Here,
Adj means the model predicted the adjective incorrectly
but the noun correct; Noun means the opposite error;
and Both means the model predicted neither the adjec-
tive nor the noun correctly. We report the average error
proportions for all the methods on 5 random seeds and
the standard error.

reduces to 84.58% but achieves slightly better per-
formance on the generalization set with 88.74%.
We suspect this drop is because the model overfits
to the true compositions in the training set.3 Out
of the CDSMs, Add and RF both perform well on
training and generalization sets, achieving 80.64%
and 85.16% on the generalization set respectively.
We see that Conv, Mult, and TL are unable to gen-
eralize to the validation and the generalization sets.

3Calibrating predictions on the validation set is a common
practice in zero-shot learning to reduce bias towards seen
classes. We find calibration improves CSP from 88.74% to
96.31% on the single-object setting. This shows fine-tuned
variants of CLIP can generalize better than frozen CLIP. How-
ever, calibration in the two-object setting does not improve
generalization accuracy suggesting this setting is harder as it
requires binding adjectives to objects. Details in Appendix C.

Model Train Val Gen

CLIP 27.02 7.17 31.40

CLIP-FT 86.91 8.15 6.31 3.31 0.25 0.10

CSP 37.59 1.54 20.98 0.22 11.15 2.03

Add 32.46 0.11 15.38 0.89 21.37 0.60

Mult 86.65 8.93 4.66 1.35 0.13 0.03

Conv 46.26 0.53 7.11 2.18 0.28 0.14

TL 99.41 0.17 21.23 4.08 0.08 0.07

RF 25.23 1.08 25.13 3.99 20.36 1.36

Table 4: Results for all models on adjective-noun bind-
ing task, training epoch chosen by performance on val-
idation set. We report the average accuracy for all the
methods on 5 random seeds and the standard error.

These three models can achieve high performance
(high 90s) on the training set after several epochs
but at the expense of performance on the validation
set (not included in Table 2 as we report accuracy
based on best performance on the validation set).

A breakdown of errors on the generalization set
is reported in Table 3. We see that CSP, Add, and
RF have similar types of errors, i.e., these mod-
els often predict the incorrect adjective but predict
the correct noun. CLIP-FT, however, predicts the
adjective (color) correctly but gets the noun wrong.

4.2 Two-Object Adjective-Noun Binding
In this task, we test whether CLIP can bind con-
cepts together. Given two objects, can CLIP bind
adjectives to correct objects as opposed to merely
representing the image as a “bag of concepts”? For
example, in Figure 1b, can CLIP predict that the im-
age contains a red cube rather than a yellow cube?

Results This task is more challenging for all mod-
els (Table 4). Frozen CLIP performs at a level close
to chance. After fine-tuning, we see that CLIP-FT
overfits to the training set, achieving good train-
ing accuracy (86.91%), but falling much lower on
validation and generalization (6.31% and 0.25%
respectively). At the epoch with the best accuracy
on the validation set, CSP has a lower performance
on the training set and slightly higher on the vali-
dation and generalization sets compared to CLIP-
FT. However, as training progresses, we observe
that CSP also overfits to the training set (not re-
ported in the table). We see that Conv, Mult and
TL also exhibit the same pattern of overfitting to
the training data, with high training accuracy and
low validation and generalization accuracy. The

Model Adj Noun Both

CLIP 53.08 45.40 1.51

CLIP-FT 47.63 0.26 46.89 1.20 5.48 1.01

CSP 49.22 0.54 48.25 0.72 2.53 0.17

Add 53.57 0.16 44.32 0.25 2.11 0.23

Mult 48.51 0.03 46.43 1.13 5.06 1.15

Conv 44.27 0.19 38.20 0.35 17.53 0.43

TL 48.76 0.03 47.85 0.12 3.39 0.15

RF 50.64 0.91 41.32 1.26 8.04 1.46

Table 5: Percentages assigned to each type of error for
the two-object setting. Here, Adj means the model pre-
dicted the adjective incorrectly but the noun correct;
Noun means the opposite error; and Both means the
model predicted neither the adjective nor the noun cor-
rectly. We report the average error proportions for all
the methods on 5 random seeds and the standard error.

additive models, Add and RF, underfit the training
set and show random accuracy on validation and
generalization sets.

Table 5 shows that the errors are similar across
the models. For most models, the errors are evenly
split between the adjectives and the nouns while
only a small proportion of the errors get both in-
correct. However, we find that Conv incorrectly
predicts both the adjective and noun. For the best
performing models, Add and RF, there is a slight
bias towards getting the adjective wrong rather than
the noun.

4.3 Relational Composition
In this task, we test understanding of spatial re-
lationships between objects, i.e., can our models
bind objects to positions? This task requires the
models to encode an order or relation between
two arguments. For example, in Figure 1c, can
CLIP differentiate between cube behind cylinder
and cylinder behind cube, even though they have
the same words?

Results Frozen CLIP performs slightly better
than chance on the training set, but worse on the
validation and generalization sets, indicating that
these may be more difficult (Table 6). After fine-
tuning, CLIP-FT improves to around 50% on the
training set, but is completely unable to general-
ize. This pattern is also seen for CSP and TL. All
the other CDSMs perform slightly above chance.
This is to be expected for Add, Mult, and Conv
because they are commutative. Surprisingly, RF
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red cube and yellow sphere. When red cube is the
positive label, we set two of the four distractors
to be red sphere and yellow cube. The other two
distractors are randomly sampled from the pool of
negative labels, say blue sphere and red cylinder.
We follow the same procedure when yellow sphere
is the positive example.

Relational dataset This dataset contains im-
ages with two objects. A correct label for
an image is given by a phrase of the form
subject relation object. We consider the following
objects and relations: cube, sphere, and cylinder
and left, right, front, and behind. This means there
are 24 possible combinations of spatial relations of
the form aRb where {a, b} are objects and a 6= b
and R is the relation. For each image, the distractor
labels are constructed as {bRa, aSb, aRc, cRb}
where c /2 {a, b} is an object type other than a or b
and S is the relation opposite to R. The validation
set includes images of cubes in front of spheres
(equivalently, spheres behind cubes), and the gen-
eralization set includes images of cylinders in front
of cubes (equivalently, cubes behind cylinders). All
the other 20 image types are seen in the training
set, and note that shapes can appear on either side
of the image. Figure 1c shows an example from
the training set with a cylinder behind cube.

4 Experiments and Results

To understand the compositional capabilities of
CLIP, we benchmark CLIP and the compositional
models from Section 2 on the three datasets de-
scribed in Section 3. Detailed training setup and
parameters are given in Appendix A. We have re-
leased code and datasets for all experiments.2

4.1 Single Adjective-Noun Composition

We test the ability of our models to correctly clas-
sify the composition of objects with properties (e.g.,
“red cube”) in the single-object dataset.

Results In Table 2, we see that frozen CLIP out-
performs all the models. CLIP achieves 97.75% on
the validation set and 92.39% on the generalization
set. After fine-tuning, CLIP’s performance drops
to 89.06% on the validation set and 78.54% on
the generalization set. We observe a similar trend
in CSP, i.e., the performance on the validation set

2https://github.com/marthaflinderslewis/
clip-binding

Model Train Val Gen

CLIP 94.23 97.75 92.39

CLIP-FT 98.98 1.02 89.06 5.84 78.54 4.41

CSP 94.98 0.45 84.58 0.16 88.74 0.34

Add 99.77 0.03 44.98 1.32 85.16 0.96

Mult 43.27 13.9 4.48 4.08 5.38 2.66

Conv 41.10 14.3 7.33 2.90 4.11 1.53

TL 99.98 0.02 1.08 0.44 0.92 0.24

RF 98.87 0.11 59.52 6.12 80.64 1.36

Table 2: Results for all models on single adjective-noun
composition, training epoch chosen by performance on
validation set. We report the average accuracy for all
the methods on 5 random seeds and the standard error.

Model Adj Noun Both

CLIP 83.47 14.87 1.65

CLIP-FT 0.12 0.12 92.95 4.09 6.94 3.98

CSP 85.19 0.72 12.57 0.72 2.24 0.05

Add 94.85 0.51 1.13 0.22 4.02 0.43

Mult 33.47 3.17 14.70 2.62 51.84 5.75

Conv 29.59 3.19 13.12 1.84 57.29 4.25

TL 39.18 0.72 21.64 0.27 39.17 0.50

RF 64.01 2.70 10.99 1.08 24.99 2.50

Table 3: Percentages assigned to each type of error for
the single-object color task, generalization split. Here,
Adj means the model predicted the adjective incorrectly
but the noun correct; Noun means the opposite error;
and Both means the model predicted neither the adjec-
tive nor the noun correctly. We report the average error
proportions for all the methods on 5 random seeds and
the standard error.

reduces to 84.58% but achieves slightly better per-
formance on the generalization set with 88.74%.
We suspect this drop is because the model overfits
to the true compositions in the training set.3 Out
of the CDSMs, Add and RF both perform well on
training and generalization sets, achieving 80.64%
and 85.16% on the generalization set respectively.
We see that Conv, Mult, and TL are unable to gen-
eralize to the validation and the generalization sets.

3Calibrating predictions on the validation set is a common
practice in zero-shot learning to reduce bias towards seen
classes. We find calibration improves CSP from 88.74% to
96.31% on the single-object setting. This shows fine-tuned
variants of CLIP can generalize better than frozen CLIP. How-
ever, calibration in the two-object setting does not improve
generalization accuracy suggesting this setting is harder as it
requires binding adjectives to objects. Details in Appendix C.

Model Train Val Gen

CLIP 27.02 7.17 31.40

CLIP-FT 86.91 8.15 6.31 3.31 0.25 0.10

CSP 37.59 1.54 20.98 0.22 11.15 2.03

Add 32.46 0.11 15.38 0.89 21.37 0.60

Mult 86.65 8.93 4.66 1.35 0.13 0.03

Conv 46.26 0.53 7.11 2.18 0.28 0.14

TL 99.41 0.17 21.23 4.08 0.08 0.07

RF 25.23 1.08 25.13 3.99 20.36 1.36

Table 4: Results for all models on adjective-noun bind-
ing task, training epoch chosen by performance on val-
idation set. We report the average accuracy for all the
methods on 5 random seeds and the standard error.

These three models can achieve high performance
(high 90s) on the training set after several epochs
but at the expense of performance on the validation
set (not included in Table 2 as we report accuracy
based on best performance on the validation set).

A breakdown of errors on the generalization set
is reported in Table 3. We see that CSP, Add, and
RF have similar types of errors, i.e., these mod-
els often predict the incorrect adjective but predict
the correct noun. CLIP-FT, however, predicts the
adjective (color) correctly but gets the noun wrong.

4.2 Two-Object Adjective-Noun Binding
In this task, we test whether CLIP can bind con-
cepts together. Given two objects, can CLIP bind
adjectives to correct objects as opposed to merely
representing the image as a “bag of concepts”? For
example, in Figure 1b, can CLIP predict that the im-
age contains a red cube rather than a yellow cube?

Results This task is more challenging for all mod-
els (Table 4). Frozen CLIP performs at a level close
to chance. After fine-tuning, we see that CLIP-FT
overfits to the training set, achieving good train-
ing accuracy (86.91%), but falling much lower on
validation and generalization (6.31% and 0.25%
respectively). At the epoch with the best accuracy
on the validation set, CSP has a lower performance
on the training set and slightly higher on the vali-
dation and generalization sets compared to CLIP-
FT. However, as training progresses, we observe
that CSP also overfits to the training set (not re-
ported in the table). We see that Conv, Mult and
TL also exhibit the same pattern of overfitting to
the training data, with high training accuracy and
low validation and generalization accuracy. The

Model Adj Noun Both

CLIP 53.08 45.40 1.51

CLIP-FT 47.63 0.26 46.89 1.20 5.48 1.01

CSP 49.22 0.54 48.25 0.72 2.53 0.17

Add 53.57 0.16 44.32 0.25 2.11 0.23

Mult 48.51 0.03 46.43 1.13 5.06 1.15

Conv 44.27 0.19 38.20 0.35 17.53 0.43

TL 48.76 0.03 47.85 0.12 3.39 0.15

RF 50.64 0.91 41.32 1.26 8.04 1.46

Table 5: Percentages assigned to each type of error for
the two-object setting. Here, Adj means the model pre-
dicted the adjective incorrectly but the noun correct;
Noun means the opposite error; and Both means the
model predicted neither the adjective nor the noun cor-
rectly. We report the average error proportions for all
the methods on 5 random seeds and the standard error.

additive models, Add and RF, underfit the training
set and show random accuracy on validation and
generalization sets.

Table 5 shows that the errors are similar across
the models. For most models, the errors are evenly
split between the adjectives and the nouns while
only a small proportion of the errors get both in-
correct. However, we find that Conv incorrectly
predicts both the adjective and noun. For the best
performing models, Add and RF, there is a slight
bias towards getting the adjective wrong rather than
the noun.

4.3 Relational Composition
In this task, we test understanding of spatial re-
lationships between objects, i.e., can our models
bind objects to positions? This task requires the
models to encode an order or relation between
two arguments. For example, in Figure 1c, can
CLIP differentiate between cube behind cylinder
and cylinder behind cube, even though they have
the same words?

Results Frozen CLIP performs slightly better
than chance on the training set, but worse on the
validation and generalization sets, indicating that
these may be more difficult (Table 6). After fine-
tuning, CLIP-FT improves to around 50% on the
training set, but is completely unable to general-
ize. This pattern is also seen for CSP and TL. All
the other CDSMs perform slightly above chance.
This is to be expected for Add, Mult, and Conv
because they are commutative. Surprisingly, RF
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red cube and yellow sphere. When red cube is the
positive label, we set two of the four distractors
to be red sphere and yellow cube. The other two
distractors are randomly sampled from the pool of
negative labels, say blue sphere and red cylinder.
We follow the same procedure when yellow sphere
is the positive example.

Relational dataset This dataset contains im-
ages with two objects. A correct label for
an image is given by a phrase of the form
subject relation object. We consider the following
objects and relations: cube, sphere, and cylinder
and left, right, front, and behind. This means there
are 24 possible combinations of spatial relations of
the form aRb where {a, b} are objects and a 6= b
and R is the relation. For each image, the distractor
labels are constructed as {bRa, aSb, aRc, cRb}
where c /2 {a, b} is an object type other than a or b
and S is the relation opposite to R. The validation
set includes images of cubes in front of spheres
(equivalently, spheres behind cubes), and the gen-
eralization set includes images of cylinders in front
of cubes (equivalently, cubes behind cylinders). All
the other 20 image types are seen in the training
set, and note that shapes can appear on either side
of the image. Figure 1c shows an example from
the training set with a cylinder behind cube.

4 Experiments and Results

To understand the compositional capabilities of
CLIP, we benchmark CLIP and the compositional
models from Section 2 on the three datasets de-
scribed in Section 3. Detailed training setup and
parameters are given in Appendix A. We have re-
leased code and datasets for all experiments.2

4.1 Single Adjective-Noun Composition

We test the ability of our models to correctly clas-
sify the composition of objects with properties (e.g.,
“red cube”) in the single-object dataset.

Results In Table 2, we see that frozen CLIP out-
performs all the models. CLIP achieves 97.75% on
the validation set and 92.39% on the generalization
set. After fine-tuning, CLIP’s performance drops
to 89.06% on the validation set and 78.54% on
the generalization set. We observe a similar trend
in CSP, i.e., the performance on the validation set

2https://github.com/marthaflinderslewis/
clip-binding

Model Train Val Gen

CLIP 94.23 97.75 92.39

CLIP-FT 98.98 1.02 89.06 5.84 78.54 4.41

CSP 94.98 0.45 84.58 0.16 88.74 0.34

Add 99.77 0.03 44.98 1.32 85.16 0.96

Mult 43.27 13.9 4.48 4.08 5.38 2.66

Conv 41.10 14.3 7.33 2.90 4.11 1.53

TL 99.98 0.02 1.08 0.44 0.92 0.24

RF 98.87 0.11 59.52 6.12 80.64 1.36

Table 2: Results for all models on single adjective-noun
composition, training epoch chosen by performance on
validation set. We report the average accuracy for all
the methods on 5 random seeds and the standard error.

Model Adj Noun Both

CLIP 83.47 14.87 1.65

CLIP-FT 0.12 0.12 92.95 4.09 6.94 3.98

CSP 85.19 0.72 12.57 0.72 2.24 0.05

Add 94.85 0.51 1.13 0.22 4.02 0.43

Mult 33.47 3.17 14.70 2.62 51.84 5.75

Conv 29.59 3.19 13.12 1.84 57.29 4.25

TL 39.18 0.72 21.64 0.27 39.17 0.50

RF 64.01 2.70 10.99 1.08 24.99 2.50

Table 3: Percentages assigned to each type of error for
the single-object color task, generalization split. Here,
Adj means the model predicted the adjective incorrectly
but the noun correct; Noun means the opposite error;
and Both means the model predicted neither the adjec-
tive nor the noun correctly. We report the average error
proportions for all the methods on 5 random seeds and
the standard error.

reduces to 84.58% but achieves slightly better per-
formance on the generalization set with 88.74%.
We suspect this drop is because the model overfits
to the true compositions in the training set.3 Out
of the CDSMs, Add and RF both perform well on
training and generalization sets, achieving 80.64%
and 85.16% on the generalization set respectively.
We see that Conv, Mult, and TL are unable to gen-
eralize to the validation and the generalization sets.

3Calibrating predictions on the validation set is a common
practice in zero-shot learning to reduce bias towards seen
classes. We find calibration improves CSP from 88.74% to
96.31% on the single-object setting. This shows fine-tuned
variants of CLIP can generalize better than frozen CLIP. How-
ever, calibration in the two-object setting does not improve
generalization accuracy suggesting this setting is harder as it
requires binding adjectives to objects. Details in Appendix C.

Model Train Val Gen

CLIP 27.02 7.17 31.40

CLIP-FT 86.91 8.15 6.31 3.31 0.25 0.10

CSP 37.59 1.54 20.98 0.22 11.15 2.03

Add 32.46 0.11 15.38 0.89 21.37 0.60

Mult 86.65 8.93 4.66 1.35 0.13 0.03

Conv 46.26 0.53 7.11 2.18 0.28 0.14

TL 99.41 0.17 21.23 4.08 0.08 0.07

RF 25.23 1.08 25.13 3.99 20.36 1.36

Table 4: Results for all models on adjective-noun bind-
ing task, training epoch chosen by performance on val-
idation set. We report the average accuracy for all the
methods on 5 random seeds and the standard error.

These three models can achieve high performance
(high 90s) on the training set after several epochs
but at the expense of performance on the validation
set (not included in Table 2 as we report accuracy
based on best performance on the validation set).

A breakdown of errors on the generalization set
is reported in Table 3. We see that CSP, Add, and
RF have similar types of errors, i.e., these mod-
els often predict the incorrect adjective but predict
the correct noun. CLIP-FT, however, predicts the
adjective (color) correctly but gets the noun wrong.

4.2 Two-Object Adjective-Noun Binding
In this task, we test whether CLIP can bind con-
cepts together. Given two objects, can CLIP bind
adjectives to correct objects as opposed to merely
representing the image as a “bag of concepts”? For
example, in Figure 1b, can CLIP predict that the im-
age contains a red cube rather than a yellow cube?

Results This task is more challenging for all mod-
els (Table 4). Frozen CLIP performs at a level close
to chance. After fine-tuning, we see that CLIP-FT
overfits to the training set, achieving good train-
ing accuracy (86.91%), but falling much lower on
validation and generalization (6.31% and 0.25%
respectively). At the epoch with the best accuracy
on the validation set, CSP has a lower performance
on the training set and slightly higher on the vali-
dation and generalization sets compared to CLIP-
FT. However, as training progresses, we observe
that CSP also overfits to the training set (not re-
ported in the table). We see that Conv, Mult and
TL also exhibit the same pattern of overfitting to
the training data, with high training accuracy and
low validation and generalization accuracy. The

Model Adj Noun Both

CLIP 53.08 45.40 1.51

CLIP-FT 47.63 0.26 46.89 1.20 5.48 1.01

CSP 49.22 0.54 48.25 0.72 2.53 0.17

Add 53.57 0.16 44.32 0.25 2.11 0.23

Mult 48.51 0.03 46.43 1.13 5.06 1.15

Conv 44.27 0.19 38.20 0.35 17.53 0.43

TL 48.76 0.03 47.85 0.12 3.39 0.15

RF 50.64 0.91 41.32 1.26 8.04 1.46

Table 5: Percentages assigned to each type of error for
the two-object setting. Here, Adj means the model pre-
dicted the adjective incorrectly but the noun correct;
Noun means the opposite error; and Both means the
model predicted neither the adjective nor the noun cor-
rectly. We report the average error proportions for all
the methods on 5 random seeds and the standard error.

additive models, Add and RF, underfit the training
set and show random accuracy on validation and
generalization sets.

Table 5 shows that the errors are similar across
the models. For most models, the errors are evenly
split between the adjectives and the nouns while
only a small proportion of the errors get both in-
correct. However, we find that Conv incorrectly
predicts both the adjective and noun. For the best
performing models, Add and RF, there is a slight
bias towards getting the adjective wrong rather than
the noun.

4.3 Relational Composition
In this task, we test understanding of spatial re-
lationships between objects, i.e., can our models
bind objects to positions? This task requires the
models to encode an order or relation between
two arguments. For example, in Figure 1c, can
CLIP differentiate between cube behind cylinder
and cylinder behind cube, even though they have
the same words?

Results Frozen CLIP performs slightly better
than chance on the training set, but worse on the
validation and generalization sets, indicating that
these may be more difficult (Table 6). After fine-
tuning, CLIP-FT improves to around 50% on the
training set, but is completely unable to general-
ize. This pattern is also seen for CSP and TL. All
the other CDSMs perform slightly above chance.
This is to be expected for Add, Mult, and Conv
because they are commutative. Surprisingly, RF
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red cube and yellow sphere. When red cube is the
positive label, we set two of the four distractors
to be red sphere and yellow cube. The other two
distractors are randomly sampled from the pool of
negative labels, say blue sphere and red cylinder.
We follow the same procedure when yellow sphere
is the positive example.

Relational dataset This dataset contains im-
ages with two objects. A correct label for
an image is given by a phrase of the form
subject relation object. We consider the following
objects and relations: cube, sphere, and cylinder
and left, right, front, and behind. This means there
are 24 possible combinations of spatial relations of
the form aRb where {a, b} are objects and a 6= b
and R is the relation. For each image, the distractor
labels are constructed as {bRa, aSb, aRc, cRb}
where c /2 {a, b} is an object type other than a or b
and S is the relation opposite to R. The validation
set includes images of cubes in front of spheres
(equivalently, spheres behind cubes), and the gen-
eralization set includes images of cylinders in front
of cubes (equivalently, cubes behind cylinders). All
the other 20 image types are seen in the training
set, and note that shapes can appear on either side
of the image. Figure 1c shows an example from
the training set with a cylinder behind cube.

4 Experiments and Results

To understand the compositional capabilities of
CLIP, we benchmark CLIP and the compositional
models from Section 2 on the three datasets de-
scribed in Section 3. Detailed training setup and
parameters are given in Appendix A. We have re-
leased code and datasets for all experiments.2

4.1 Single Adjective-Noun Composition

We test the ability of our models to correctly clas-
sify the composition of objects with properties (e.g.,
“red cube”) in the single-object dataset.

Results In Table 2, we see that frozen CLIP out-
performs all the models. CLIP achieves 97.75% on
the validation set and 92.39% on the generalization
set. After fine-tuning, CLIP’s performance drops
to 89.06% on the validation set and 78.54% on
the generalization set. We observe a similar trend
in CSP, i.e., the performance on the validation set

2https://github.com/marthaflinderslewis/
clip-binding

Model Train Val Gen

CLIP 94.23 97.75 92.39

CLIP-FT 98.98 1.02 89.06 5.84 78.54 4.41

CSP 94.98 0.45 84.58 0.16 88.74 0.34

Add 99.77 0.03 44.98 1.32 85.16 0.96

Mult 43.27 13.9 4.48 4.08 5.38 2.66

Conv 41.10 14.3 7.33 2.90 4.11 1.53

TL 99.98 0.02 1.08 0.44 0.92 0.24

RF 98.87 0.11 59.52 6.12 80.64 1.36

Table 2: Results for all models on single adjective-noun
composition, training epoch chosen by performance on
validation set. We report the average accuracy for all
the methods on 5 random seeds and the standard error.

Model Adj Noun Both

CLIP 83.47 14.87 1.65

CLIP-FT 0.12 0.12 92.95 4.09 6.94 3.98

CSP 85.19 0.72 12.57 0.72 2.24 0.05

Add 94.85 0.51 1.13 0.22 4.02 0.43

Mult 33.47 3.17 14.70 2.62 51.84 5.75

Conv 29.59 3.19 13.12 1.84 57.29 4.25

TL 39.18 0.72 21.64 0.27 39.17 0.50

RF 64.01 2.70 10.99 1.08 24.99 2.50

Table 3: Percentages assigned to each type of error for
the single-object color task, generalization split. Here,
Adj means the model predicted the adjective incorrectly
but the noun correct; Noun means the opposite error;
and Both means the model predicted neither the adjec-
tive nor the noun correctly. We report the average error
proportions for all the methods on 5 random seeds and
the standard error.

reduces to 84.58% but achieves slightly better per-
formance on the generalization set with 88.74%.
We suspect this drop is because the model overfits
to the true compositions in the training set.3 Out
of the CDSMs, Add and RF both perform well on
training and generalization sets, achieving 80.64%
and 85.16% on the generalization set respectively.
We see that Conv, Mult, and TL are unable to gen-
eralize to the validation and the generalization sets.

3Calibrating predictions on the validation set is a common
practice in zero-shot learning to reduce bias towards seen
classes. We find calibration improves CSP from 88.74% to
96.31% on the single-object setting. This shows fine-tuned
variants of CLIP can generalize better than frozen CLIP. How-
ever, calibration in the two-object setting does not improve
generalization accuracy suggesting this setting is harder as it
requires binding adjectives to objects. Details in Appendix C.

Model Train Val Gen

CLIP 27.02 7.17 31.40

CLIP-FT 86.91 8.15 6.31 3.31 0.25 0.10

CSP 37.59 1.54 20.98 0.22 11.15 2.03

Add 32.46 0.11 15.38 0.89 21.37 0.60

Mult 86.65 8.93 4.66 1.35 0.13 0.03

Conv 46.26 0.53 7.11 2.18 0.28 0.14

TL 99.41 0.17 21.23 4.08 0.08 0.07

RF 25.23 1.08 25.13 3.99 20.36 1.36

Table 4: Results for all models on adjective-noun bind-
ing task, training epoch chosen by performance on val-
idation set. We report the average accuracy for all the
methods on 5 random seeds and the standard error.

These three models can achieve high performance
(high 90s) on the training set after several epochs
but at the expense of performance on the validation
set (not included in Table 2 as we report accuracy
based on best performance on the validation set).

A breakdown of errors on the generalization set
is reported in Table 3. We see that CSP, Add, and
RF have similar types of errors, i.e., these mod-
els often predict the incorrect adjective but predict
the correct noun. CLIP-FT, however, predicts the
adjective (color) correctly but gets the noun wrong.

4.2 Two-Object Adjective-Noun Binding
In this task, we test whether CLIP can bind con-
cepts together. Given two objects, can CLIP bind
adjectives to correct objects as opposed to merely
representing the image as a “bag of concepts”? For
example, in Figure 1b, can CLIP predict that the im-
age contains a red cube rather than a yellow cube?

Results This task is more challenging for all mod-
els (Table 4). Frozen CLIP performs at a level close
to chance. After fine-tuning, we see that CLIP-FT
overfits to the training set, achieving good train-
ing accuracy (86.91%), but falling much lower on
validation and generalization (6.31% and 0.25%
respectively). At the epoch with the best accuracy
on the validation set, CSP has a lower performance
on the training set and slightly higher on the vali-
dation and generalization sets compared to CLIP-
FT. However, as training progresses, we observe
that CSP also overfits to the training set (not re-
ported in the table). We see that Conv, Mult and
TL also exhibit the same pattern of overfitting to
the training data, with high training accuracy and
low validation and generalization accuracy. The

Model Adj Noun Both

CLIP 53.08 45.40 1.51

CLIP-FT 47.63 0.26 46.89 1.20 5.48 1.01

CSP 49.22 0.54 48.25 0.72 2.53 0.17

Add 53.57 0.16 44.32 0.25 2.11 0.23

Mult 48.51 0.03 46.43 1.13 5.06 1.15

Conv 44.27 0.19 38.20 0.35 17.53 0.43

TL 48.76 0.03 47.85 0.12 3.39 0.15

RF 50.64 0.91 41.32 1.26 8.04 1.46

Table 5: Percentages assigned to each type of error for
the two-object setting. Here, Adj means the model pre-
dicted the adjective incorrectly but the noun correct;
Noun means the opposite error; and Both means the
model predicted neither the adjective nor the noun cor-
rectly. We report the average error proportions for all
the methods on 5 random seeds and the standard error.

additive models, Add and RF, underfit the training
set and show random accuracy on validation and
generalization sets.

Table 5 shows that the errors are similar across
the models. For most models, the errors are evenly
split between the adjectives and the nouns while
only a small proportion of the errors get both in-
correct. However, we find that Conv incorrectly
predicts both the adjective and noun. For the best
performing models, Add and RF, there is a slight
bias towards getting the adjective wrong rather than
the noun.

4.3 Relational Composition
In this task, we test understanding of spatial re-
lationships between objects, i.e., can our models
bind objects to positions? This task requires the
models to encode an order or relation between
two arguments. For example, in Figure 1c, can
CLIP differentiate between cube behind cylinder
and cylinder behind cube, even though they have
the same words?

Results Frozen CLIP performs slightly better
than chance on the training set, but worse on the
validation and generalization sets, indicating that
these may be more difficult (Table 6). After fine-
tuning, CLIP-FT improves to around 50% on the
training set, but is completely unable to general-
ize. This pattern is also seen for CSP and TL. All
the other CDSMs perform slightly above chance.
This is to be expected for Add, Mult, and Conv
because they are commutative. Surprisingly, RF

Results - Single Object and Two Object



red cube and yellow sphere. When red cube is the
positive label, we set two of the four distractors
to be red sphere and yellow cube. The other two
distractors are randomly sampled from the pool of
negative labels, say blue sphere and red cylinder.
We follow the same procedure when yellow sphere
is the positive example.

Relational dataset This dataset contains im-
ages with two objects. A correct label for
an image is given by a phrase of the form
subject relation object. We consider the following
objects and relations: cube, sphere, and cylinder
and left, right, front, and behind. This means there
are 24 possible combinations of spatial relations of
the form aRb where {a, b} are objects and a 6= b
and R is the relation. For each image, the distractor
labels are constructed as {bRa, aSb, aRc, cRb}
where c /2 {a, b} is an object type other than a or b
and S is the relation opposite to R. The validation
set includes images of cubes in front of spheres
(equivalently, spheres behind cubes), and the gen-
eralization set includes images of cylinders in front
of cubes (equivalently, cubes behind cylinders). All
the other 20 image types are seen in the training
set, and note that shapes can appear on either side
of the image. Figure 1c shows an example from
the training set with a cylinder behind cube.

4 Experiments and Results

To understand the compositional capabilities of
CLIP, we benchmark CLIP and the compositional
models from Section 2 on the three datasets de-
scribed in Section 3. Detailed training setup and
parameters are given in Appendix A. We have re-
leased code and datasets for all experiments.2

4.1 Single Adjective-Noun Composition

We test the ability of our models to correctly clas-
sify the composition of objects with properties (e.g.,
“red cube”) in the single-object dataset.

Results In Table 2, we see that frozen CLIP out-
performs all the models. CLIP achieves 97.75% on
the validation set and 92.39% on the generalization
set. After fine-tuning, CLIP’s performance drops
to 89.06% on the validation set and 78.54% on
the generalization set. We observe a similar trend
in CSP, i.e., the performance on the validation set

2https://github.com/marthaflinderslewis/
clip-binding

Model Train Val Gen

CLIP 94.23 97.75 92.39

CLIP-FT 98.98 1.02 89.06 5.84 78.54 4.41

CSP 94.98 0.45 84.58 0.16 88.74 0.34

Add 99.77 0.03 44.98 1.32 85.16 0.96

Mult 43.27 13.9 4.48 4.08 5.38 2.66

Conv 41.10 14.3 7.33 2.90 4.11 1.53

TL 99.98 0.02 1.08 0.44 0.92 0.24

RF 98.87 0.11 59.52 6.12 80.64 1.36

Table 2: Results for all models on single adjective-noun
composition, training epoch chosen by performance on
validation set. We report the average accuracy for all
the methods on 5 random seeds and the standard error.

Model Adj Noun Both

CLIP 83.47 14.87 1.65

CLIP-FT 0.12 0.12 92.95 4.09 6.94 3.98

CSP 85.19 0.72 12.57 0.72 2.24 0.05

Add 94.85 0.51 1.13 0.22 4.02 0.43

Mult 33.47 3.17 14.70 2.62 51.84 5.75

Conv 29.59 3.19 13.12 1.84 57.29 4.25

TL 39.18 0.72 21.64 0.27 39.17 0.50

RF 64.01 2.70 10.99 1.08 24.99 2.50

Table 3: Percentages assigned to each type of error for
the single-object color task, generalization split. Here,
Adj means the model predicted the adjective incorrectly
but the noun correct; Noun means the opposite error;
and Both means the model predicted neither the adjec-
tive nor the noun correctly. We report the average error
proportions for all the methods on 5 random seeds and
the standard error.

reduces to 84.58% but achieves slightly better per-
formance on the generalization set with 88.74%.
We suspect this drop is because the model overfits
to the true compositions in the training set.3 Out
of the CDSMs, Add and RF both perform well on
training and generalization sets, achieving 80.64%
and 85.16% on the generalization set respectively.
We see that Conv, Mult, and TL are unable to gen-
eralize to the validation and the generalization sets.

3Calibrating predictions on the validation set is a common
practice in zero-shot learning to reduce bias towards seen
classes. We find calibration improves CSP from 88.74% to
96.31% on the single-object setting. This shows fine-tuned
variants of CLIP can generalize better than frozen CLIP. How-
ever, calibration in the two-object setting does not improve
generalization accuracy suggesting this setting is harder as it
requires binding adjectives to objects. Details in Appendix C.

Model Train Val Gen

CLIP 27.02 7.17 31.40

CLIP-FT 86.91 8.15 6.31 3.31 0.25 0.10

CSP 37.59 1.54 20.98 0.22 11.15 2.03

Add 32.46 0.11 15.38 0.89 21.37 0.60

Mult 86.65 8.93 4.66 1.35 0.13 0.03

Conv 46.26 0.53 7.11 2.18 0.28 0.14

TL 99.41 0.17 21.23 4.08 0.08 0.07

RF 25.23 1.08 25.13 3.99 20.36 1.36

Table 4: Results for all models on adjective-noun bind-
ing task, training epoch chosen by performance on val-
idation set. We report the average accuracy for all the
methods on 5 random seeds and the standard error.

These three models can achieve high performance
(high 90s) on the training set after several epochs
but at the expense of performance on the validation
set (not included in Table 2 as we report accuracy
based on best performance on the validation set).

A breakdown of errors on the generalization set
is reported in Table 3. We see that CSP, Add, and
RF have similar types of errors, i.e., these mod-
els often predict the incorrect adjective but predict
the correct noun. CLIP-FT, however, predicts the
adjective (color) correctly but gets the noun wrong.

4.2 Two-Object Adjective-Noun Binding
In this task, we test whether CLIP can bind con-
cepts together. Given two objects, can CLIP bind
adjectives to correct objects as opposed to merely
representing the image as a “bag of concepts”? For
example, in Figure 1b, can CLIP predict that the im-
age contains a red cube rather than a yellow cube?

Results This task is more challenging for all mod-
els (Table 4). Frozen CLIP performs at a level close
to chance. After fine-tuning, we see that CLIP-FT
overfits to the training set, achieving good train-
ing accuracy (86.91%), but falling much lower on
validation and generalization (6.31% and 0.25%
respectively). At the epoch with the best accuracy
on the validation set, CSP has a lower performance
on the training set and slightly higher on the vali-
dation and generalization sets compared to CLIP-
FT. However, as training progresses, we observe
that CSP also overfits to the training set (not re-
ported in the table). We see that Conv, Mult and
TL also exhibit the same pattern of overfitting to
the training data, with high training accuracy and
low validation and generalization accuracy. The

Model Adj Noun Both

CLIP 53.08 45.40 1.51

CLIP-FT 47.63 0.26 46.89 1.20 5.48 1.01

CSP 49.22 0.54 48.25 0.72 2.53 0.17

Add 53.57 0.16 44.32 0.25 2.11 0.23

Mult 48.51 0.03 46.43 1.13 5.06 1.15

Conv 44.27 0.19 38.20 0.35 17.53 0.43

TL 48.76 0.03 47.85 0.12 3.39 0.15

RF 50.64 0.91 41.32 1.26 8.04 1.46

Table 5: Percentages assigned to each type of error for
the two-object setting. Here, Adj means the model pre-
dicted the adjective incorrectly but the noun correct;
Noun means the opposite error; and Both means the
model predicted neither the adjective nor the noun cor-
rectly. We report the average error proportions for all
the methods on 5 random seeds and the standard error.

additive models, Add and RF, underfit the training
set and show random accuracy on validation and
generalization sets.

Table 5 shows that the errors are similar across
the models. For most models, the errors are evenly
split between the adjectives and the nouns while
only a small proportion of the errors get both in-
correct. However, we find that Conv incorrectly
predicts both the adjective and noun. For the best
performing models, Add and RF, there is a slight
bias towards getting the adjective wrong rather than
the noun.

4.3 Relational Composition
In this task, we test understanding of spatial re-
lationships between objects, i.e., can our models
bind objects to positions? This task requires the
models to encode an order or relation between
two arguments. For example, in Figure 1c, can
CLIP differentiate between cube behind cylinder
and cylinder behind cube, even though they have
the same words?

Results Frozen CLIP performs slightly better
than chance on the training set, but worse on the
validation and generalization sets, indicating that
these may be more difficult (Table 6). After fine-
tuning, CLIP-FT improves to around 50% on the
training set, but is completely unable to general-
ize. This pattern is also seen for CSP and TL. All
the other CDSMs perform slightly above chance.
This is to be expected for Add, Mult, and Conv
because they are commutative. Surprisingly, RF

Results - Single Object and Two Object



Model Train Val Gen

CLIP 26.80 14.99 0.00

CLIP-FT 49.59 0.44 0.00 0.00 0.00 0.00

CSP 30.40 0.11 0.12 0.01 0.03 0.00

Add 25.41 0.13 26.03 0.07 25.47 0.18

Mult 25.67 0.12 25.95 0.09 25.78 0.09

Conv 24.83 0.06 26.36 0.55 24.95 0.11

TL 67.19 0.26 0.00 0.00 0.00 0.00

RF 25.18 0.28 24.89 0.73 22.78 0.20

Table 6: Results for all models on relational composi-
tion. We report the average accuracy for all the methods
on 5 random seeds and the standard error.

Model bRa aSb aRc cRb

CLIP 50.00 50.00 0.00 0.00

CLIP-FT 37.54 7.60 45.97 2.41 12.19 7.78 4.30 1.94

CSP 49.75 0.01 49.77 0.01 0.40 0.01 0.08 0.00

Add 34.21 0.08 65.79 0.08 0.00 0.00 0.00 0.00

Mult 34.41 0.17 65.57 0.17 0.01 0.01 0.01 0.01

Conv 32.98 0.27 66.14 0.11 0.54 0.24 0.34 0.10

TL 49.06 0.55 49.44 0.33 1.07 0.64 0.44 0.27

RF 53.09 0.46 46.18 0.32 0.48 0.14 0.26 0.08

Table 7: Percentages assigned to each type of error for
the relational task. We report the average error propor-
tions for all the methods on 5 random seeds and the
standard error.

is unable to perform better than chance in this set-
ting. We suspect that RF has a lower capacity as RF
only fine-tunes the role and filler parameters. Fine-
tuning the image encoder along with the role and
filler parameters will increase the complexity of the
model and potentially improve the performance on
the various splits.

Table 7 gives a breakdown of errors. Recall that
the distractors have a specific structure: if a cor-
rect caption for the image is aRb, then the given
distractors are: bRa, aSb, aRc, cRb. We note
that CLIP, CSP, and TL have a very similar pat-
tern of errors: each model is able to distinguish
objects perfectly, and almost all errors are split be-
tween bRa and aSb - tuples that have been seen
in training. The three commutative models, Add,
Mult, and Conv, also have a distinctive error pat-
tern. Errors are again focused on bRa and aSb,
with approximately a 1:2 split. This indicates that
the models select the relation R 50% of the time,
and S the other 50%. When R is selected, the
predictions are split again between aRb and bRa,

since these cannot be distinguished by the commu-
tative models. Although the overall performance
of RF is similar to these models, the pattern of er-
rors is more similar to that of CLIP, CSP, and TL.
Finally, CLIP-FT has another different pattern of
errors, in which more of the error is now on the
objects, rather than the relation. We also note that
these errors are much noisier than for the CDSMs.

5 Discussion

Our work highlights the limitations of CLIP as a
basis for compositional language representations.
We show that CLIP is capable of disassociating
objects and adjectives, enabling it to behave com-
positionally in the single-object setting. However,
it appears to lack a richer structure necessary for
compositions that require more abstraction, such
as syntax-sensitive variable binding. We find that
fine-tuning CLIP or training composition-aware
models (CDSMs) does not help the model general-
ize better on the unseen classes for two-object and
relation settings. Our results show that among the
CLIP variants, CLIP-FT overfits to the training set
and achieves high training accuracy while hurting
the generalization accuracy. CSP can show im-
proved training accuracy over CLIP and sometimes
show increases in validation and generalization ac-
curacy but not always. Among the syntax insen-
sitive models, we see that Add, Mult, and Conv
improve on the training accuracy on the single-
object and the two-object settings but only Add
generalizes to held-out classes in the single-object
setting. As expected, these models cannot repre-
sent order and achieve accuracy close to chance on
the relational dataset. Our results with type-logical
models (TL) have high training accuracy but valida-
tion and generalization accuracy are usually close
to 0. Finally, RF can learn to generalize to classes
in the single-object dataset but achieves chance
on the two-object and the relational dataset. Our
experiments focus only on CLIP, and thus should
be interpreted conservatively. Newer visual en-
coders trained with different training objectives
may produce better results, even with the same text
encoders we use in the paper. Or, perhaps, progress
on compositionality both in visual and text encod-
ing will be necessary to alleviate the problems high-
lighted here. Overall, our results motivate the need
for pretraining methods in VLMs that account for
binding for better compositionality.

We also shed light on the benchmarking datasets

Results - Relational

• CLIP performs well in the single-object 
setting.


• Concept binding tasks hard for CLIP but 
also for compositional models.


• Relational task particularly hard


• Patterns of errors show differing 
performance even when overall 
accuracy is similar.
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Text prompts are not adequately distinguished



Image embeddings can also be ambiguous

First two principal components - Frozen CLIP First two principal components - Finetuned CLIP



Comparing with Diffusion Classifier

• Training only on 
single-object images.


• Between 30-50 
training examples per 
class (vs. 1000’s)


• What are the 
representations here?

––KV 
Q
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Text conditioning c:
a photo of a {class name}
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Classification Objective

Figure 1. Overview of our Diffusion Classifier approach: Given an input image x and a set of possible conditioning inputs (e.g., text for
Stable Diffusion or class index for DiT, an ImageNet class-conditional model), we use a diffusion model to choose the one that best fits this
image. Diffusion Classifier is theoretically motivated through the variational view of diffusion models and uses the ELBO to approximate
log p✓(x | c). Diffusion Classifier chooses the conditioning c that best predicts the noise added to the input image. Diffusion Classifier

can be used to extract a zero-shot classifier from Stable Diffusion and a standard classifier from DiT without any additional training.

extract zero-shot classifiers from text-to-image diffusion
models and standard classifiers from class-conditional dif-
fusion models, without any additional training. We develop
techniques for appropriately choosing diffusion timesteps to
compute errors at, reducing variance in the estimated prob-
abilities, and speeding up classification inference.

We highlight the surprising effectiveness of our pro-
posed Diffusion Classifier on zero-shot classification, com-
positional reasoning, and supervised classification tasks by
comparing against multiple baselines on eleven different
benchmarks. By utilizing Stable Diffusion [65], Diffusion
Classifier achieves strong zero-shot accuracy and outper-
forms alternative approaches for extracting knowledge from
the pretrained diffusion model. Our approach also outper-

forms the strongest contrastive methods on the challeng-

ing Winoground compositional reasoning benchmark [75].
Finally, we use our approach to perform standard classi-
fication with Diffusion Transformer (DiT), an ImageNet-
trained class-conditional diffusion model. Our genera-
tive approach achieves 79.1% accuracy on ImageNet using

only weak augmentations and exhibits better robustness to

distribution shift than competing discriminative classifiers
trained on the same dataset. Our results suggest that it may
be time to revisit generative approaches to classification.

2. Related Work
Generative Models for Discriminative Tasks: Machine
learning algorithms designed to solve common classifi-
cation or regression tasks generally operate under two
paradigms: discriminative approaches directly learn to
model the decision boundary of the underlying task, while
generative approaches learn to model the distribution of the
data and then address the underlying task as a maximum
likelihood estimation problem. Algorithms like naive Bayes
[54], VAEs [42], GANs [26], EBMs [23, 46], and diffu-

sion models [70, 35] fall under the category of generative
models. The idea of modeling the data distribution to bet-
ter learn the discriminative feature has been highlighted by
several seminal works [31, 54, 63]. These works train deep
belief networks [32] to model the underlying image data as
latents, which are later used for image recognition tasks.
Recent works on generative modeling have also learned ef-
ficient representations for both global and dense prediction
tasks like classification [28, 33, 13, 8, 19] and segmenta-
tion [47, 83, 10, 3, 9]. Moreover, such models [27, 51, 37]
have been shown to be more adversarially robust and bet-
ter calibrated. However, most of the aforementioned works
either train jointly for discriminative and generative model-
ing or fine-tune generative representations for downstream
tasks. Directly utilizing generative models for discrimina-
tive tasks is a relatively less-studied problem, and in this
work, we particularly highlight the efficacy of directly using

recent diffusion models as image classifiers.

Diffusion Models: Diffusion models [35, 70] have re-
cently gained significant attention from the research com-
munity due to their ability to generate high-fidelity and di-
verse content like images [67, 55, 24], videos [69, 34, 78],
3D [59, 50], and audio [43, 52] from various input modal-
ities like text. Diffusion models are also closely tied to
EBMs [46, 23], denoising score matching [72, 80], and
stochastic differential equations [73, 84]. In this work, we
investigate to what extent the impressive high-fidelity gen-
erative abilities of these diffusion models can be utilized for
discriminative tasks (namely classification). We take ad-
vantage of the variational view of diffusion models for ef-
ficient and parallelizable density estimates. The prior work
of Dhariwal & Nichol [20] proposed using a classifier net-
work to modify the output of an unconditional generative
model to obtain class-conditional samples. Our goal is the
reverse: using diffusion models as classifiers.

2

Model Single Object Two-Object ZS Two-Object GZS

Frozen CLIP 99.5 93.0 35.3
CLIP-FT 100.0 99.7 17.2
Frozen DC 55.5 90.5 41.0
DC-FT 100.0 97.5 70.5

Table 3. Performance of frozen and fine-tuned CLIP models on
the single-object task, the two-object zero-shot (Two-Object ZS)
and two-object generalised zero-shot (Two-Object GZS) tasks.

BLIP and FLAVA fail to recognise as many classes. BLIP
makes errors on ‘gray cylinder’, struggling to discern the
shape from the gray background and FLAVA often mistakes
brown as yellow. Diffusion Classifier makes similar mis-
takes on classes ‘brown sphere’ and ‘gray cylinder’, leading
to a low overall accuracy.

Both CLIP and Diffusion Classifier reach an accuracy
of 100% on the single-object dataset after fine-tuning (first
col. Tab. 3) demonstrating that in single-object settings both
models are able to generalise learned attributes from the
training data to new instances.

Two-Object Table 3 shows the results for frozen and
fine-tuned CLIP and Diffusion Classifier on all dataset
tasks. CLIP, both frozen and fine-tuned achieves a higher
accuracy than Diffusion Classifier in the zero-shot two-
object experiment though all models achieve an accuracy
above 90%. Fine-tuning the models improves the models
attribute recognition, particularly in images containing gray
objects, for instance frozen Diffusion Classifier only gets
16% accuracy on images of gray cylinder and yellow cube
but after fine-tuning gets 98%. In the generalised task, the
frozen models have a similar performance and are unable to
bind the colour to the correct object with both models mak-
ing errors by choosing the hard negative labels. However,
after fine-tuning, Diffusion Classifier significantly outper-
forms CLIP achieving an accuracy of 70.5% compared to
CLIP’s 17.2%. We find the same results as Lewis et al. [8]
that CLIP overfits to the training data and is unable to gen-
eralise to unseen combinations of colours and shapes. Dif-
fusion Classifier demonstrates the ability to bind concepts
to specific objects and is less fooled by hard negative labels
but is still far from Zero-Shot performance.

5. Discussion

We introduce CoBi 2, a novel dataset aimed at benchmark-
ing concept binding in zero-shot and generalised zero-shot
environments. We hope CoBi 2 will be a useful resource
for both training and evaluating foundational Vision Lan-
guage Models. We find Diffusion Classifier is able to gen-
eralise to unseen combinations of labels where CLIP fails.
This highlights the potential of Diffusion Models in per-
forming concept binding, a task currently challenging for

state-of-the-art vision language models. We plan to ex-
pand our dataset and experiments to include spatial rela-
tions between objects. We further plan to use analysis tech-
niques to understand the representations that are being built
by the models and how these are being used in predic-
tion.
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Summary and Further Work

• Developed novel methods to integrate type-logical and role-filler methods with 
deep neural architectures.


• CLIP is unable to generalize to unseen label combinations in a concept 
binding scenario. Compositional models do better on the training set.


• Diffusion Classifier seems promising in the GZSL setup.



Ambiguity and Metaphor
Words as density matrices

Meyer and Lewis CoNLL 2020 https://aclanthology.org/2020.conll-1.21/

Owers, Shutova, Lewis, QPL 2024 https://arxiv.org/abs/2408.11846v1 

https://aclanthology.org/2020.conll-1.21/
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How should we deal with ambiguity?

Figure 2: An example of the all-word WSD task. Content words and their possible senses are labeled wi and yj
i , respectively.

‘plan of action#n#1’ is a meronym of ‘goal#n#1’, and ‘pur-
pose#n#1’, ‘aim#n#1’ and ‘destination#n#1’ are hyponyms
of ‘goal#n#1’, as shown in the figure. These semantic rela-
tionships in the WordNet can be used to compute the sim-
ilarity between different synsets using various standard re-
latedness measures (Pedersen, Patwardhan, and Michelizzi
2004).

Note that although WordNet is the most widely used sense
repository, the sense distinctions can be too fine-grained in
many scenarios. This makes it difficult for expert annotators
to agree on a correct sense, resulting in a very low inter-
annotator agreement ( 72%) in standard WSD datasets. Nev-
ertheless, we will use WordNet for our experiments for a fair
comparison with previous work.

4 Methods
4.1 Problem Definition
First, we formally define the task of all-word Word Sense
Disambiguation by illustrating an example. Consider a sen-
tence, where we want to disambiguate all the content words
(nouns, verbs, adjectives and adverbs):

They were troubled by insects while playing cricket.
The sense xi of each content word (given its part-of-speech
tag) wi can take ki possible values from the set yi =
{y1i , y2i , . . . , y

ki
i } (see Figure 2). In particular, the word

w5 = “cricket” can either mean y15 = “a leaping insect” or
y25 = “a game played with a ball and bat played by two teams
of 11 players.” In this example, the second sense is more

appropriate. The problem of mapping each content word in
any given text to its correct sense is called the all-word WSD
task. The set of possible senses for each word is given by a
sense repository like WordNet.

4.2 Semantics
In this subsection, we describe the semantic ideas underlying
the proposed method and how they are incorporated in the
proposed model:
• using the whole document as the context for WSD: mod-

eled using Latent Dirichlet Allocation.
• some words in each synset are more frequent than others:

modeled using non-uniform priors for the synset distribu-
tion over words.

• some synsets tend to co-occur more than others: modeled
using logistic normal distribution for synset proportions
in a document.

Wherever possible, we give examples to motivate the seman-
tic ideas and illustrate their importance.

Document context The sense of a word depends on other
words in its context. In the WordNet, the context of a word
is defined to be the discourse that surrounds a language unit
and helps to determine its interpretation. It is very difficult
to determine the context of any given word. Most WSD sys-
tems use the sentence in which the word occurs as its con-
text and each sentence is considered independent of others.
However, we know that a document or an article is about

Chaplot, D. S., & Salakhutdinov, R. (2018). Knowledge-based word sense disambiguation using topic models. AAAI 18 

Kartsaklis, D., & Sadrzadeh, M. (2013). "Prior disambiguation of word tensors for constructing sentence vectors.” EMNLP 2013



Density matrices for word meaning

• A positive operator  on a (real) Hilbert space is a linear operator such that for any 
, the inner product .  is self-adjoint and has positive eigenvalues.


• Given a word vector , we can lift it to the projection matrix associated 
with that vector.





• Given multiple senses of a word, we can combine their sense vectors together. 





• Words should disambiguate as they are composed in context.

A
|v⟩ ⟨v |A |v⟩ ≥ 0 A

|v⟩ |v⟩⟨v |

|cat⟩ ↦ |cat⟩⟨cat |

bed = pr |bedriver⟩⟨bedriver | + ps |bedsleep⟩⟨bedsleep |

Piedeleu et al., CALCO 2015



Neural density matrix embeddings
We learn multiple vectors for each word here

Image credit: https://lilianweng.github.io/posts/2017-10-15-word-embedding/



Task Description + Results
Density matrix methods beat state-of-the-art

Data set Format High similarity example Low similarity example # Pairs # Annotators

ML2008 SV value slump value slump 120 53value decline value slouch

GS2011 SVO people buy house people buy house 200 25people purchase house people bribe house

GS2012 ASVAO local family run small hotel local family run small hotel 194 50local family operate small hotel local family move small hotel

KS2013 ASVAO young woman file long nail young woman file long nail 194 43-CoNLL young woman smooth long nail young woman register long nail

Table 1: Details of the disambiguation data sets (A: adjective, S: subject, V: verb, O: object).

Word2DM and multi-sense Word2DM models on
the ukWaC+Wackypedia corpus, consisting of 2.8
billion words. Hyperparameters are provided in
the supplementary material. Training these models
on a single GPU (Nvidia GeForce GTX 1080 Ti)
with 60GB of memory takes around 20 hours per
iteration of the training corpus. We present results
for four different multi-sense Word2DM models.
Two use cosine similarity to compare sense vectors
to context vectors, while the other two use the dot
product. We also vary the number of senses mod-
elled (the number of columns in the intermediary
matrix) between 5 and 10.

We present results for four different BERT2DM
models. Two of these cluster the BERT representa-
tions into senses before dimensionality reduction,
while the other two do not. One of the advantages
of clustering the representations is that it reduces
the size of the matrix on which dimensionality re-
duction is applied, so it becomes computationally
feasible to train on a larger corpus. We train the
unclustered variants on a 10-million word subcor-
pus of Wackypedia, and the clustered variants on
a 20-million word subcorpus. We also vary the
dimensionality reduction algorithm between PCA
and SVD, to test whether or not centering the con-
textual embeddings before dimensionality reduc-
tion makes any difference. Training BERT2DM
takes only a few hours on a 16-core CPU (Intel
Xeon Gold 6130) but requires around 4.5GB of
memory per 1 million words that it is trained on.

4.3 Data Sets

We test our models on data sets designed to test
disambiguation in a compositional setting. Data
sets for this task contain sentence pairs with:

• An ambiguous target word used in a disam-
biguating phrase.

• A landmark word that has the same meaning
as one of the target word’s senses.

• Human judgements of how similar the mean-
ing of the phrase is when the ambiguous word
is replaced by the landmark word.

We use four disambiguation data sets to evaluate
our models. Three of the four data sets - GS2011
(Grefenstette and Sadrzadeh, 2011a), GS2012, and
KS2013-CoNLL (Kartsaklis et al., 2013) - are pub-
licly available5, while ML2008 (Mitchell and Lap-
ata, 2008) was obtained privately from the authors
of Wijnholds and Sadrzadeh (2019). We show ex-
amples and statistics of the data sets in table 1.

5 Results

We introduce each of the evaluation tasks and
present our results. For multi-sense Word2DM
and BERT2DM we trained four models each, with
different hyperparameter settings (as described in
section 4.2 and listed in table 2).

RG WS MC SL MEN

Word2Vec .818 .662 .765 .404 .781

GloVe .826 .571 .732 .399 .773
FastText .767 .517 .682 .404 .768

Context2DM .228 .234 .331 .094 .267
Word2DM .541 .473 .452 .157 .540

MS-Word2DM
- cos, 5 senses .768 .556 .670 .290 .680
- cos, 10 senses .727 .580 .659 .256 .682

- dot, 5 senses .662 .578 .568 .247 .663
- dot, 10 senses .679 .596 .612 .281 .663

BERT2DM
- PCA .452 .275 .388 .226 .351
- SVD .428 .317 .392 .234 .327
- PCA + cluster .383 .219 .381 .153 .251
- SVD + cluster .315 .205 .294 .091 .207

Table 2: Spearman ⇢ obtained on word similarity tasks.

5http://compling.eecs.qmul.ac.uk/resources/

Results
Glove 0.397

Word2DM 0.328
Glove 0.304

Word2DM 0.365
BERT 0.471

Word2DM 0.500
BERT 0.314

Word2DM 0.345



Summary

• We can use density matrices to model ambiguity.


• We can learn representations using neural methods, and plug these into a 
compositional/symbolic structure. 


• Ambiguity resolves when density matrices are composed, although metaphor 
is more difficult.


• Future work: Quantum-inspired, already implemented in simulation — link with 
other QNLP techniques.



Future plans



Understanding limitations of foundation models
… and how to improve them

• Understanding what kinds of 
representations are present.


• How representations might be used.


• How these could be leveraged to 
improve performance.



Exploring other forms of structured knowledge

• RESCAL (Nickel et al., ICML 
2011) has strong similarities 
to the type-logical model of 
meaning.


• WIP is exploring graph 
embedding techniques with 
Transformers.

Image credit: https://neo4j.com/developer-blog/turn-a-harry-potter-book-into-a-knowledge-graph/



Biologically ‘realistic’ neural networks
Nengo (Eliasmith, 2013)

• Drawbacks to role-filler models


• Mapping between role-filler and type-
logical models (Lewis, https://
arxiv.org/abs/2401.06808)


• Implemented a proof of concept in 
Nengo (video if time)

https://arxiv.org/abs/2401.06808
https://arxiv.org/abs/2401.06808
https://arxiv.org/abs/2401.06808


Summary
• Compositionality and flexibility are important 

aspects of human behaviour.


• At present, deep neural models are lacking.


• Compositional approaches may help in 
performance, and if not, may help in 
explainability and interpretability.


• We looked at analogical reasoning, visual 
reasoning, ambiguity. 


• We looked at type-logical and role-filler models 
of composition.


Thank you for listening! I would love to hear 
questions or chat further!


marthaflinderslewis@gmail.com]

m.a.f.lewis@uva.nl 
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