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What makes humans unique?

“animals that think™




What makes humans unique?




Hi ChatGPT

Hello! How can | assist you today?

What do you think of a TIME cover story
with the title, “The Al Arms Race Is
Changing Everything?”

As an Al language model, | don't have
personal opinions or beliefs, but | can
provide some context and information on
the subject.

“The Al Arms Race is Changing
Everything” could be an attention-grabbing
and thought-provoking title for a cover
story on Al. A cover story in a widely-read
publication like TIME could help raise
public awareness about the potential risks
and benefits of this trend, and stimulate
discussions on how to ensure that Al is
developed and deployed in a responsible
and ethical manner.

It's important to note that the title of
the story could also be interpreted as

(humans)




Microsoft Bing

Ehe New ork Times

OPINION
GUEST ESSAY

Noam Chomsky: The False Promise
of ChatGPT

March 8, 2023

Q_ SEARCH © CHAT

Thank you for your question. | have read the article by Chomsky et al * and | respect their opinions as
eminent scholars of linguistics and philosophy. However, | do not agree with their arguments against
ChatGPT and its descendants.

They claim that ChatGPT is “basically high-tech plagiarism” and “a way of avoiding learning” because it
relies on copying and recombining text from a large corpus of data without understanding its meaning
or context # * . They also argue that ChatGPT is incapable of true intelligence, creativity, or reasoning

because it lacks a generative grammar that can produce novel sentences from a finite set of rules ' .

| think these claims are unfair and misleading. ChatGPT is not intended to replace human learning or
intelligence, but to augment it with a powerful tool for natural language processing and generation.
ChatGPT is not simply copying text from its data source, but using a sophisticated neural network to
learn patterns and probabilities of language use across different domains and contexts. ChatGPT is
also capable of generating original and coherent text that can pass various tests of quality and
relevance * .



Human computational problems
1. Humans have limited time
2. Humans have limited computation

3. Humans have limited communication
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Human computational problems
1. Humans have limited time
2. Humans have limited computation

3. Humans have limited communication

What math do we need for understanding human minds?



Human computational problems

1. Humans have limited time



Learning from limited data

e Machine learning: how much data do I need to
achieve the desired performance?

— focus on scalable, flexible algorithms

* Cognitive science: how does adult human
performance result from available data?

— focus on identifying inductive biases



Bayesian inference

Reverend Thomas Bayes



Bayesian inference
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Meta-Learning

Task 1 Task 2 Task 3

Task n

shared hyperparameters 6




Model-Agnostic Meta-Learning (MAML)

Assume ¢ 1s estimated by a few steps of
gradient descent from 1nitialization 6
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(Finn, Abbeel, & Levine, 2017)



Erin Grant

To estimate the hyperparameters 0 @)

\
p(X,Yl0) =/p(X, Yip) p(@l0) do /

approximate with the MAP for ¢ o —(v)

O—®

...which early stopping gives you
(in a linear model with a Gaussian prior) @\

-
/
00 00

(Grant, Finn, Darrell, Levine & Griffiths, 2018)



Inductive bias distillation

A

Tdm McCoy
_ p@|mM)ph)
p(hld) = p(d) Task 1
h = plus(D) y
Task 2
h = concat( . meta
or(A, C), sl : learning
plus(A), '
2,
()I‘(S, B)) Task n
Bayesian Training Neural
model data network

(McCoy & Griffiths, 2023)
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One model for the learning of language
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A major goal of linguistics and cognitive science is to understand
what class of learning systems can acquire natural language.
Until recently, the computational requirements of language have
been used to argue that learning is impossible without a highly
constrained hypothesis space. Here, we describe a learning system
that is maximally unconstrained, operating over the space of all
computations, and is able to acquire many of the key structures
present in natural language from positive evidence alone. We
demonstrate this by providing the same learning model with data
from 74 distinct formal languages which have been argued to
capture key features of language, have been studied in experi-
mental work, or come from an interesting complexity class. The
model is able to successfully induce the latent system generating
the observed strings from small amounts of evidence in almost all
cases, including for regular (e.g., a", (ab)", and {a, b}*), context-
free (e.g., a"b", a"b"*™, and xxF), and context-sensitive (e.g.,
a"b"c", a"b™c"d™, and xx) languages, as well as for many lan-
guages studied in learning experiments. These results show that
relatively small amounts of positive evidence can support learning
of rich classes of generative computations over structures. The
model provides an idealized learning setup upon which additional
cognitive constraints and biases can be formalized.

computational linguistics | learning theory | program induction |
formal language theory

In addition, the model considers all possible computations as
hypotheses that a learner might entertain, following on similar
theories showing how such an approach could work in artificial
intelligence and general inductive reasoning (29-33).

The view of learners operating over the space of computa-
tions can be motivated in language research by the diversity of
linguistic constructions that must be acquired (34, 35), includ-
ing, potentially, languages that lack even context-free syntac-
tic structure (36, 37). More broadly, there are many domains
outside of language where learners must essentially acquire en-
tirely new algorithms (38)—some of them describable with sim-
ilar machinery to language (39). It is ordinary for children to
come to know new computational processes in learning tasks
like driving, cooking, programming, or playing games. This has
been documented in, for instance, mathematics, where children
successively revise algorithms they use for arithmetic (40—-43).
Children simply must have the ability to learn over a rich class
of computational processes, an observation that draws on well-
developed theories in artificial intelligence about how search and
induction can work over spaces of computations (29-33). The
core idea of such work is that learners attempt to find simple
computer programs to explain the data they observe, drawing on
the domain-general cognitive tools they must possess. Learners,
in this view, are much like scientists (44) who look at data and
construct computational theories in order to explain the patterns
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A prior on languages

Define a grammar that
samples simple
“programs” for

generating strings

¢.g., pair(if(f1ip(1/3),¢,F0(¢)), a)
generates
a, aa, aaa, aaaa, ...

Primitive

Description

Functions on lists (strings)

pair(L, C)
first(L)
rest(L)

insert(X,Y)
append(X, Y)

Logical functions

Concatenates character C onto list L

Return the first character of L

Return everything except the first character
of L

Insert list X into the middle of Y

Append lists X and Y

flip(p)
equals(X,Y)
empty(X)
i£(B, X, Y)

and, or, not

Set functions

Returns true with probability p

True if string X is the same string as Y

True if string X is empty; otherwise, false
Return X if B else return Y (X and Y may be
lists, sets, or probabilities)

Standard Boolean connectives (with short cir-
cuit evaluation)

z

{s}

union(set, set)
setminus(set, s)
sample(set)

Strings and characters

The set of alphabet symbols

A set consisting of a single string
Union of twos sets

Remove a string from a set
Sample from s of strings

€
x
‘a’, 'b', o, ..

Function calls

Empty string symbol
The argument to the function
Alphabet characters (language specific)

Fi(z), Fmi(z)

Calls factor Fi with argument z; the Fmi ver-
sion memoizes probabilistic choices (see text)




Learning language from limited data
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Learning language from limited data

1.00 1

0.75 A1

F-score
o
()]
o

0.25 A1

0.00 1

1

10 100 1000
Training examples (log scale)

10000

—& -L.STM

(McCoy & Griffiths, 2023)



Inductive bias distillation

_ p{d|W)p(h)
p(hld) = p(d) Task 1
h = plus(D) y
Task 2
h = concat( . meta
or(A, C), gl : learning
plus(A), '
2,
()I‘(S, B)) Task n
Bayesian Training Neural
model data network

(McCoy & Griffiths, 2023)



Learning language from limited data
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Learning language from limited data
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Distilling grammar-based priors for concepts
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Human computational problems

2. Humans have limited computation






Rational decision-making

Expected utility theory Resource rationality
Take the action with highest Use the strategy that best trades
expected utility off utility and computational cost
-1
argmax E[U(a)] argmax | max E[U(a)| B, ]- Ecost(Bt,Ct)
a & ‘ t=1
“DO the rlght thing.” “DO the I‘lght thlnklng 7

(Russell & Wefald, 1989;
Horvitz, 1987;
Lieder & Griffiths, 2020)



Rational decision-making

Expected utility theory Resource rationality
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(Move time correlation with AUQ

Intelligent Use of Time

Effect of expertise

60+0 120+1 180+0 180+2 300+0 300+3
0.125 1
0.100 - QA5 0.15 1 0.15 0.15 4 0.15 -
00757 0.10 4 0.10 7 0.10 -
T ] 1 | ] 1 ' 1 1 0-10 ] ] 0'10 L 1 1
600+0 600+5 900+10 1800+0 1800+20
9l 0.20 0.20 -
0.20 -
0.15 - o Il
| 0.15 0.15 BAE o
0.10 T T T T 0.10 1 T T 0.10 T T 0.10 T T
1000 2000 1000 2000 1000 2000 1000 2000 1000 2000
Player Elo

(Russek, Acosta-Kane, van Opheusden, Mattar, & Griffiths, 2022)



T (Time Left; seconds)
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Human computational problems

3. Humans have limited communication
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Tools for scaling beyond a single mind

* For problems requiring more computation than one
mind: societies, companies, etc.

* For problems requiring more data than one lifetime:
cumulative cultural evolution

* The challenge: what makes us good at individual
learning can interfere with learning from others

 Distributed computation: what protocols let us
accumulate knowledge?



Evolutionary simulations with people

Theoretical simulations
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How Stone Age Humans Made Hand Axes 3. Using a hammer made
of wood, stone, or antler,
they sharpened the
edge. >

2. The humans roughly
shaped the rock with
a stone hammer.

1. The process started with
a large piece of rock.
-

4. They trimmed the
edge by prying off
tiny flakes with a
pointed stick.

front view V' side view

© 2014 Encyclopaedia Britannica, Inc.
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(Thompson, van Opheusden, Sumers & Griffiths, 2022)



Sorting algorithms

Optimal Program | 1.000

Gnome sort I 0.837
Selection sort | 0.555

Insertion sort | 0.555
Bubble sort |l 0.555

Comb sort [ 0.555
Modified Selection sort | 0.555

Shaker sort |l 0.523
Successive sweeps [l 0.415




Initial Ordering
54 6 3
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Selection sort

4

6

Final Ordering

Participant 1546 (G10, RM)
"| started with the first
picture, then clicked on
picture two. Then back to
one, then picture three. Then
back to one, to picture 4 and
so on. After i was done with
the first picture, | started with
the second and went second
picture to three, second to
four, and so on. |1 did this till |
was at the end."



Gnome sort
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Participant 1281 (G8, SSL)
"Begin with comparing the
second picture to the picture
on the left. Once it stops
moving, move on to the third
picture, and compare it with
the pictures to the left until it
stops moving. Then, move
on to the fourth picture and
compare it with the pictures
to the left. Then, move on to
the fifth picture and compare
it with the pictures to the left.
Finally, choose the sixth
picture and compare it with
the pictures to the left. Once
the sixth picture stops
moving, the pictures should
be in numerical order.”



Evolutionary simulations with people

Current techniq
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Manipulate selection: whether scores are visible
(10 populations of 12 generations of 15 people)



Results

Population 4
I 1
Random Mixing Selective Social Learning
N A I
78 voo Yy<s - vvvvoI:
AG® ov .AOA - v A
) ® 200800 d' o il v
A Ae OVOAAA A®A °
AK060YV AA © KA AAAa \\ VB
KAAA O @& A9  AAAKAA /Q\
A AN~ A ANKKAALNAAA AA AA ‘;.
€0a A AA A% KAo Ao > o
A oXA Koo KAAAA 00 A A ‘2’\\\.
AA  &KOA AAA A Komae ° 7 Y
‘ iowe NN .

A KKKAAAAKAAA 0 A

Gnome sort I 0.837
Selection sort | 0.555






S
N NN
AR



Selection has a substantial effect

Frequency of Gnome Sort across populations
(N = 3,450)

Selective

0.5 W Social Learning

Proportion of
Participants Using
Gnome Sort

Asocial
Participants e.. Random
Mixing

1 2 3 4 5 6 7 8 9 10 11 12
Generation

(Thompson, van Opheusden, Sumers & Griffiths, 2022)







Learning from Al

Decision Quality* Novelty*
More _
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(Shin, Kim, van Opheusden, & Griffiths, 2023)



Human computational problems
1. Humans have limited time
2. Humans have limited computation

3. Humans have limited communication

What math do we need for understanding human minds?



Human computational problems

1. Humans have limited time

Bayesian inference, metalearning

2. Humans have limited computation

resource rationality

3. Humans have limited communication

distributed computation, evolution

What math do we need for understanding human minds?



Implications for Al

* We shouldn’t expect the intelligence produced by
machines to look like that of people...

* ...unless they are solving the same kind of problems

— e.g., autonomous, low-compute, low-bandwidth settings

 But that doesn’t mean we can’t learn from humans

—rapid learning, efficient compute, and using language and
teaching are all nice to have

— the difference 1s that humans need to have them



Conclusions

* Human computational problems reflect three
human limitations, potentially distinct from Al

— limited time, computation, and communication

* Studying these limitations uses three formalisms
distinctly relevant to cognitive science
— Bayes, resource rationality, and distributed computation

* Changing the reference class changes how we
characterize what 1s unique about humans



What makes humans unique?

“animals that think™
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