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What makes humans unique?

“animals that think”
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Human computational problems

1. Humans have limited time

2. Humans have limited computation

3. Humans have limited communication



(OpenAI blog post)
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Learning from limited data
• Machine learning: how much data do I need to 

achieve the desired performance?
– focus on scalable, flexible algorithms

• Cognitive science: how does adult human 
performance result from available data?
– focus on identifying inductive biases



Reverend Thomas Bayes

Bayesian inference
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Model-Agnostic Meta-Learning (MAML)
Assume is estimated by a few steps of 

gradient descent from initialization 𝜃

tasks

(Finn, Abbeel, & Levine, 2017)



(Grant, Finn, Darrell, Levine & Griffiths, 2018)

MAML as hierarchical Bayes

To estimate the hyperparameters 𝜃

approximate with the MAP for 

…which early stopping gives you
(in a linear model with a Gaussian prior)

Erin Grant



Inductive bias distillation
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Tom McCoy

(McCoy & Griffiths, 2023)





An example: language



A prior on languages
Define a grammar that 

samples simple 
“programs” for 

generating strings

e.g., 
generates
a, aa, aaa, aaaa, …



Learning language from limited data
Bayes

(McCoy & Griffiths, 2023)



Bayes
LSTM

Learning language from limited data

(McCoy & Griffiths, 2023)
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Bayes
LSTM

Learning language from limited data
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Bayes
LSTM
Prior-trained

Learning language from limited data

(McCoy & Griffiths, 2023)



Distilling grammar-based priors for concepts

Tom McCoy
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(Marinescu, McCoy & Griffiths, 2024)(Goodman et al., 2008)
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Rational decision-making
Expected utility theory
Take the action with highest 

expected utility

Resource rationality
Use the strategy that best trades 

off utility and computational cost

“Do the right thing.”

argmax
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“Do the right thinking.”

(Russell & Wefald, 1989; 
Horvitz, 1987;

Lieder & Griffiths, 2020)
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(Russek, Acosta-Kane, van Opheusden, Mattar, & Griffiths, 2022) 
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Effect of expertise

(Russek, Acosta-Kane, van Opheusden, Mattar, & Griffiths, 2022) 



(Russek, Acosta-Kane, van Opheusden, Mattar, & Griffiths, 2022) 



Human computational problems

1. Humans have limited time

2. Humans have limited computation

3. Humans have limited communication



(OpenAI blog post)



Tools for scaling beyond a single mind
• For problems requiring more computation than one 

mind: societies, companies, etc.
• For problems requiring more data than one lifetime: 

cumulative cultural evolution
• The challenge: what makes us good at individual 

learning can interfere with learning from others
• Distributed computation: what protocols let us 

accumulate knowledge?
 



Evolutionary simulations with people





An algorithmic task

(Thompson, van Opheusden, Sumers & Griffiths, 2022)
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Sorting algorithms



Selection sort



Gnome sort



Evolutionary simulations with people

Manipulate selection: whether scores are visible
(10 populations of 12 generations of 15 people)



Results
Population 4







Selection has a substantial effect

(Thompson, van Opheusden, Sumers & Griffiths, 2022)





Learning from AI

(Shin, Kim, van Opheusden, & Griffiths, 2023)



Human computational problems

1. Humans have limited time
(Bayesian inference, metalearning)

2. Humans have limited computation
(resource rationality)

3. Humans have limited communication
 (distributed computation)

What math do we need for understanding human minds?



Human computational problems

1. Humans have limited time
Bayesian inference, metalearning

2. Humans have limited computation
resource rationality

3. Humans have limited communication
 distributed computation, evolution

What math do we need for understanding human minds?



Implications for AI
• We shouldn’t expect the intelligence produced by 

machines to look like that of people...
• ...unless they are solving the same kind of problems

– e.g., autonomous, low-compute, low-bandwidth settings

• But that doesn’t mean we can’t learn from humans
– rapid learning, efficient compute, and using language and 

teaching are all nice to have
– the difference is that humans need to have them



Conclusions
• Human computational problems reflect three 

human limitations, potentially distinct from AI 
– limited time, computation, and communication

• Studying these limitations uses three formalisms 
distinctly relevant to cognitive science
– Bayes, resource rationality, and distributed computation

• Changing the reference class changes how we 
characterize what is unique about humans



What makes humans unique?

“animals that think”
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