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Multimodal Data

- Combining multiple physiological features (oscillations, SCPs, maps)

(cf. Dornhege et al 2006)

- Combining multiple subjects data (cf. nonstationarity)

(cf. Fazli et al 2009 and 2011, Samek, Meinecke & Müller in Press)

- Correlating apples & oranges i.e. computing correlations between multiple measuring

modalities (EEG & EMG, EEG & NIRS, EEG & fMRI, LFP & fMRI)

(cf. tkCCA Biessmann et al 2010, 2011, 2012)

- Combining multiple measuring modalities (EEG & EMG, EEG & NIRS, EEG & fMRI)

(see Fazli et al 2012, Biessmann et al 2011; Pfurtscheller, Müller-Putz, Calhoun, Adali,

Ritter et al, Cohen, Villringer, Eichele,)

- Nonlinear correlations between modalities NIRS & EEG

(see Dähne et al to appear)



Multimodal     Nonstationary



Motivation: Shifting distributions within experiment

But: Is the nonstationarity different between subjects, i.e. could we learn it

from other subjects?  



Changes are similar !

Modalities = Other Subjects

Changes between training and test data are similar between users.

Other multi-subject methods, e.g. cov matrix shrinkage, may improve

estimation quality but do not reduce non-stationarities.



Cartoon: learn from adverse nonstationary subspace across subjects

Usually discriminative information is transfered between subjects.



Algorithm



Results

Two data sets with different stimulus cues in training and test

1. visual cue in training & auditory cue in test

2. letters in training & moving objects in test

The size of the non-stationary subspace is determined by CV in a leave-

one-subject-out manner on the other users.

ssCSP: stationary subspace CSP



Interpretation

The most non-stationary

directions are very similar

between users.

Activity in occipital and

temporal areas is

penalized as these

regions are mainly

responsible for visual and

auditory processing.



Feature distribution becomes stationary



Summary Part I

• Novel “multi-modal“ approach to reduce non-stationarities in data

• In contrast to other multi-subject methods it does NOT transfer

discriminative information, thus is more robust if subject similarity is

low.

• Non-stationary information appears physiologically interpretable and

meaningful.

• The idea of transfering stationary subspaces between subjects can be

applied to many other problems. 

Samek, Meinecke & Müller IEEE TBME in Press
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NIRS-EEG Brain Computer Interfaces

[Fazli et al. Neuroimage 2012]



Experimental Setup and Paradigm

EEG: 37 electrodes

NIRS 26 channels (frontal, parietal, occipital)

EEG-based cursor feedback (ISI = 15 s)

Executed movement vs imagery movements

Imagery movements: EEG-feedback for left and right motor 
imagery

Number of subjects: 14

Fazli et al. 2012

Can a simultaneous measurement of NIRS and EEG during 
Brain Computer Interfacing enhance the classification accuracy?

Are the results physiologically reliable?



Temporal Dependency of Classification in Executed Movements

EEG peaks earlier as compared to HbO and HbR

Physiological reliability: HRF shaped classification accuracies over time

Classification accuracy higher for EEG

Fazli et al. 2012

EEG HbO HbR



Temporal Dependency of Classification in Motor Imagery

EEG peaks earlier as compared to HbO and HbR

Physiological reliability: HRF shaped classification accuracies over time

Classification accuracy higher for EEG

Classification accuracy lower than in executed movements



Combination of EEG and NIRS

LDA classifier estimated for EEG, HbO and HbR (individually)

Meta-classifier estimated for combination in each subject

All within cross-validation (8 chronological splits)

Fazli et al. 2012



Feature Combination

NIRS-EEG combinations have higher classification accuracies for vast majority of subjects

Fazli et al. 2012



Feature Combination

t-tests reveal a significant increase of classification accuracy for combination
Fazli et al. 2012



Feature Combination

Some subjects, which were not classifiable with EEG become classifiable by a meta-
classifier in combination with NIRS



Mutual Information

NIRS features for all correct EEG trials (EEG+) and incorrect EEG trials (EEG-)

Pattern is similar although the significance drops

NIRS can complement the EEG with physiological meaningful information



Discussion Part II

Problems

• Different temporal properties of the measurement devices (e.g. EEG: 1000 Hz, NIRS: 
max. 10 Hz)

• Temporal lag between parameters

• Different signal qualities

Ideas to Overcome the Temporal Lag

• NIRS as a measure of subjects’ attention to predict EEG-based performance

• NIRS as a localizer of the source of EEG signals

• NIRS as a ‘stop’, e.g. to discard a EEG-based classified trial when not confirmed by NIRS
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Correlating apples and oranges

[Biessmann et al. Neuroimage 2012, Machine Learning 2010]



CCA: correlating apples and oranges



kCCA: solving CCA on data kernels



tkCCA: correlating apples and oranges over time



CCA: correlating apples and oranges

With Logothetis



Experimental Setup



Temporal Kernel CCA



Results tkCCA: spatial dependencies and HRF
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Finding nonlinear correlations 
between NIRS &EEG

[Dähne, Biessmann et al. In Press]



Mapping to sensor space:

''Convolution of source band power 

with hemodynamic response function (HRF)''

Generative Model



These steps do not commute!

Nonlinearity is applied on 

source level.

( )

Generative Model



Approaches to multimodal data analysis

- order of processing steps in line with

generative model, i.e. first transformation into

source space, then computation of spectral

power

- modality-specific unmixing → does not take

information from other modality into account

to guide the unmixing

- post-hoc matching of components, thus not 

truly multimodal



Approaches to multimodal data analysis

- multi-modal unmixing → optimizes the coupling between

components

- order of processing steps not in line with generative 

model, i.e. nonlinearity is applied in sensor space instead

of source space, !WRONG!

- resulting ''EEG/MEG power patterns'' cannot be subjected

to standard source localization techniques, because these

methods are designed to localize time-domain patterns, not 

spectral-domain patterns



Approaches to multimodal data analysis



Multimodal source power correlation analysis (mSPoC)

mSPoC model:mSPoC objective function:

norm constraints:

: modality specific covariance matrices

: auto-correlation matrix of



Data from Fazli et al. 2012 → 96 trials of (left/right) hand gripping. 

Comparison of mSPoC to convolutive CCA.

Multimodal analysis of simultaneously recorded EEG and NIRS



mSPoC vs CCA



[HbR]

[HbR]

mSPoC vs CCA



Conclusion

 Information from multimodal measurements increases the understanding of 

physiology in neuroscience

 Multimodal Imaging is of interest for numerous research questions and clinical 

application

 The specific fusion of data depends on the research question and the used 

instruments

 Numerous algorithms have been developed to merge the data

FOR INFORMATION SEE: 

www.bbci.de
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