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Saturn  &  Mars



Doctrine of the Perfect Circle





Reduced Order Models



Question #1
What is the nature of your data?

- quality
- quantity
- observability
- extrapolation vs interpolation



Model Discovery

Finding governing equations



Mathematical Framework
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Measurement model Measurement noise
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Interpretability 

William of Occam               Vilfredo Pareto



Parsimony 
The Ultimate Physics Regularization

# of terms
# of dimensions



What Could the Right Side Be?

Limited by your imagination

2nd degree polynomials



Sparse Identification of Nonlinear Dynamics (SINDy)





Discrepancy Models

I’m not dumb



Instead of model discovery from scratch…

…we often start with partial knowledge of the physics

Idealized Hamiltonian or Lagrangian system
Knowledge of constraints, conservation laws, symmetries

Imperfect model Discrepancy





Digital Twins



KEY CHALLENGES
- Limited measurements & data
- Noise
- Multi-scale physics
- Latent variables
- Parametric dependencies
- Stochastic systems



Manifolds and Embeddings

Observables & Coordinates



Bernard Koopman 1931



Koopman Invariant Subspaces



Burgers’ Equation

Cole-Hopf

Kutz, Proctor & Brunton, Complexity (2018)



Neural Nets

“Supervised learning is a high-dimensional interpolation problem.”

S. Mallat, PRSA (2016)



The Zoo

NN
Zoo



NNs for Koopman Embedding

Bethany Lusch Lusch et al. Nat. Comm (2018)



Failure!
(obviously)



Duffing Oscillator

Nonlinearity:  Shifts Frequencies + Generates Harmonics



Spectrogram



NNs for Koopman Embedding

Bethany Lusch Lusch et al. Nat. Comm (2018)



Training Loss Function



The Pendulum

Lusch et al. Nat. Comm (2018)



Flow Around a Cylinder



Relax Koopman



Coordinates + Dynamics

Champion et al (arxiv 2019)



Coordinates + Dynamics

GENERALIZABLE
NOT GENERALIZABLE





Generalization
& 

Limits
“Supervised learning is a high-dimensional interpolation problem.”

S. Mallat, PRSA (2016)



Parsimony 
The Ultimate Physics Regularization

# of terms
# of dimensions


