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Ultracold atomic physics

Precision measurement: 
Measurement of physical constants, Testing fundamental theories,…

Practical applications in industry, defense, space …

10-meter drop tower
(Kasevich)

Mine-exploration Navigation/GPS Space-based
Atomic clock



Ultracold atomic physics

Coherent Quantum Phenomena

High Temperature:
Random thermal motion 
dominates

Low Temperature:
Underlying quantum behavior 
revealed



Curse of Hilbert Space

Size of the Hilbert Space for a general quantum many-body system 
increases exponentially as the number of particles grows.

“Nature isn't classical, and 
if you want to make a 
simulation of Nature, you'd 
better make it quantum 
mechanical, and it's a 
wonderful problem, 
because it doesn't look so 
easy.” (Richard Feynman)



Quantum Simulator

The machine would have the capacity to contain an exponentially 
large amount of information without using an exponentially large 
amount of physical resources, thus making it a natural tool to 
perform quantum simulation.



Quantum Simulator

Iulia Buluta and Franco Nori, Science 326,108 (2009) 

Physical quantum simulators



Quantum Simulator

Digital quantum simulators --- quantum computers

Still a long way from reality …



Simulating quantum system on classical computer

In principle, fully characterizing a quantum system requires an 
exponentially large number of parameters.  It would be useful if many-
body states could be represented in such a way that some physical 
quantities could be calculated in a more efficient way.

Matrix product states 
Projected entangled-pair states
Tensor product network states
……

This new class of algorithms makes it possible to simulate certain 
quantum systems which would have not been possible with traditional 
numerical methods.  

Moreover, these methods can be combined with Monte Carlo techniques.

Neural networks



RBM for quantum many-body physics

G. Carleo, M. Troyer, 
Solving the Quantum Many-Body Problem with Artificial Neural Networks,
Science 355, 602 (2017)

Variational Monte Carlo 
+ 

Restricted Boltzmann Machine

Ising/Heisenberg



RBM for quantum many-body physics

( ) 2coshi ii
a v

ij i j
ij

v e W v b- æ öåY = +ç ÷
è ø
åÕ!

( )
,

, i i j j ij i j
i j i j

E v h a v b h W v h= - - -å å å
!!

( ) ( )1
, exp ,P v h E v h

Z
é ù= -ë û

! !! !

( )

[ ]

ln

( ) ln 2cosh( )

i i ij i ji
j i

v a v W v b

x x

s

s

æ öY = - + +ç ÷
è ø

=

å å å!



From shallow to deep neural network



1D SU(N) spin chain
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An important model for quantum magnetism.
Effective model for a system of 1D strongly interacting particles.

One spin at one site.
Each spin can take N possible orientations (values).
N controls the complexity of the system.

Exact solvable using Bethe Ansatz method [Sutherland, PRB 12, 3795 (1975)].



Convolutional Neural Network

CNN capable of capturing local features.
Suitable for physical models with short-range interactions.



CNN for quantum many-body physics

• Fully Convolutional
• No Pooling, stride = 1
• Real-valued
• Output 

value encoding

one hot encoding
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CNN for quantum many-body physics
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CNN for quantum many-body physics

Transform to a new exchange operator :

All off-diagonal elements becomes negative (Stoquastic Hamiltonian)

Perron–Frobenius theorem guarantees non-negative ground state w.f.



Variational Monte Carlo (VMC)

Variational calculation

exponentially many terms

Solution: stochastic summation (VMC)

Problem:



Gradient Optimization

Traditional VMC optimization method

1. Sample a batch of states (MCMC)

2. Calculate the local energy and local derivative for each states

3. Calculate the derivatives of energy function, and update parameters

2



Gradient Optimization

Traditional VMC optimization method

1. Sample a batch of states (MCMC)

2. Calculate the local energy and local derivative for each states

3. Calculate the derivatives of energy function, and update parameters

Each of these steps can be done rather efficiently if the number of 
variational parameters is small. 

In traditional VMC, number of variational parameters: 100  ~ 102

This, however, won’t be the case for DNN.



Importance Sampling Gradient Optimization

Importance Sampling Gradient Optimizer (ISGO)

1. Sample a batch of states

2. Calculate the local energy and local derivative for each states

3. Calculate the derivatives of energy function, and update parameters

LOOP for Noptimize

2



Importance Sampling Gradient Optimization

At each iteration step, network parameters are updated Noptimize times.



Importance Sampling Gradient Optimization

CPU vs. GPU,           ISGO vs. conventional GO

over one order of magnitude speed up with ISGO

More dramatic speedup on GPU over CPU for more complicated networks



Results

Energy convergence and correlation function

non-local spin correlation function

Yang et al. arXiv:1905.10730



Results

value encoding vs. one-hot encoding

Yang et al. arXiv:1905.10730

value encoding one-hot encoding



Summary

Yang et al. arXiv:1905.10730

• We’ve built a fully convolutional DNN to represent QM w.f.
• Tested its performance on a 1D SU(N) spin-chain model 
• Developed the Importance Sampling Gradient Optimization method 
• Effects of different encoding on the input state

https://github.com/liyang2019/VMC-ISGO



Outlook

Quantum w.f. are in general complex-valued.
How to handle complex wavefunctions? 

xs ys Developing efficient 
complex-valued 
DNN is essential for 
quantum physics 
applications.



Outlook

Many quantum systems possess distinct symmetry properties.
How to impose symmetries on networks? 

Fermi Net (built-in Fermi statistics)

arXiv:1909.02487



Outlook

How can such studies help us better understand the mechanism of deep 
learning? 

physics ML


