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treatment at and above 500 !C, neither the initially cold
worked nor the initially quenched samples exhibited
evidence of ordering. This is consistent with Schneider
and Esch’s value of around 500 !C for the order/disorder
temperature Tc at these compositions [3].

An increase in hardness after heat treatment is consis-
tently recorded only for those heat treatments which result
in an ordering transformation; where no ordering is
observed, hardness does not increase. The increase in hard-
ness after heat treatment thus arises from the development
of the CuPt7 superlattice structure. Although heat treat-
ment below 500 !C resulted in formation of this structure
for all specimens, the initially cold worked specimens con-
sistently exhibited greater hardening than the initially
quenched specimens.

Transmission electron microscopy shows that after heat
treatment below 500 !C the alloys were not completely
ordered, exhibiting instead a heterogeneous structure of
ordered domains in a disordered matrix even after pro-
longed heat treatment. Specimens which were initially cold
worked exhibit domains of around 5–10 nm after heat
treatment below 500 !C, whereas the domain size for ini-
tially quenched specimens was around 20 nm. The higher
degree of hardening exhibited by the initially cold worked
specimens is thus associated with a smaller domain size.

This is consistent with Stoloff and Davies’ observation that
a peak in hardening occurs at a domain size of around
6 nm [7], during the early stages of isothermal ordering.
What is unusual in the present alloy is that domain size
does not appear to grow beyond this size in the initially
cold worked specimens even when isothermal heat treat-
ment is continued for several weeks. As a result the high
hardness, obtained as a result of the small domain size, is
maintained even after long heat treatments.

For both initial conditions, specimens contain excess
vacancies which enhance diffusion and hence facilitate the
formation of ordered domains. Although the cold worked
specimens are expected to contain a high excess vacancy
concentration at the outset, this may reduce significantly
as isothermal heat treatment continues. The high density
of vacancy sinks such as dislocations may result in the
annihilation of vacancies which migrate to nearby sinks
in the early stages of heat treatment, leading to a significant
reduction in diffusion and, consequently, no further growth
of ordered domains.

5. Conclusions

Platinum 14 at.% copper increases in hardness after heat
treatment below 500 !C, as a result of the formation of
ordered CuPt7 domains. A significant increase in hardness
is observed for initially cold worked specimens, which exhi-
bit ordered domains of around 5–10 nm in size. Initially
quenched specimens, which exhibit comparatively larger
ordered domains after the same heat treatments, harden
to a lesser degree. The limited growth of domains in cold
worked specimens is attributed to the reduction in vacancy
concentration during the early stages of heat treatment,
owing to the presence of a high density of vacancy sinks,
which significantly reduces diffusion.
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Fig. 9. Dark field image of initially cold worked Pt 14 at.% Cu after heat
treatment at 200 !C for one week.

Fig. 10. Dark field image of initially quenched Pt 14 at.% Cu after heat
treatment at 200 !C for one week.
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incidence, from Pt 14 at.% Cu specimens that were (a) dis-
ordered, (b) heat treated after cold work, and (c) heat trea-
ted after quenching. Additional reflections at 1/2 (220), 1/2
(131) and 1/2 (111) type positions are observed in the heat
treated samples. These diffraction patterns are consistent
with Fig. 2(d), which shows a simulated [112] zone axis
electron diffraction pattern for the CuPt7 ordered structure.
Diffraction patterns viewed along [001] and [103] inci-
dence are shown in Figs. 3 and 4, respectively: heat treated
samples exhibit reflections at the 1/2 (200), 1/2 (220) and
1/2 (131) type positions, also consistent with the CuPt7
structure as shown.

Experiments with Pt 12.5 at.% Cu samples, which have
the stoichiometric composition for CuPt7, resulted in the
same diffraction patterns as observed for Pt 14 at.% Cu.
It was not possible to distinguish the A7B ordered structure
[3] from the ABC6 [8] ordered structure on the basis of elec-
tron diffraction patterns from ordered Pt 14 at.% Cu and Pt
12.5 at.% Cu.

3.2. Microhardness testing

Fig. 5 shows the hardness of specimens which were heat
treated for 3 h in the range 100–700 !C. Before heat treat-
ment, the cold rolled specimens had a measured hardness
of 241 ± 9 HV. After heat treatment for three hours at
100–400 !C the hardness increased, the maximum hardness
(362 ± 17 HV) occurring after heat treatment at 200 !C.
Before heat treatment the measured hardness of the
quenched specimens was 124 ± 10 HV, increasing slightly

to 150–160 HV after heat treatment at 100–400 !C. For
both initial conditions, heat treatment at 500 !C resulted
in no significant change in hardness. A significant decrease
in hardness was observed for the initially cold worked spec-
imen after heat treatment at 700 !C.

Prolonged isothermal heat treatment at 200 !C, for both
initial conditions, resulted in no significant additional hard-
ness increase with increased time at temperature, as shown
in Fig. 6.

Fig. 3. Electron diffraction patterns of Pt 14 at.% Cu viewed along the [001] zone axis: (a) disordered specimen, (b) initially cold worked specimen after
heat treatment at 200 !C, (c) initially quenched specimen after heat treatment at 200 !C and (d) simulated electron diffraction pattern for CuPt7.

Fig. 4. Electron diffraction pattern of Pt 14 at.% Cu viewed along the [103] zone axis: (a) disordered specimen, (b) initially cold worked specimen after
heat treatment at 200 !C, (c) initially quenched specimen after heat treatment at 200 !C and (d) simulated electron diffraction pattern for CuPt7.

Fig. 5. Hardness vs. heat treatment temperature for initially cold worked
and initially quenched Pt 14 at.% Cu after heat treatment for 3 h.
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treatment at and above 500 !C, neither the initially cold
worked nor the initially quenched samples exhibited
evidence of ordering. This is consistent with Schneider
and Esch’s value of around 500 !C for the order/disorder
temperature Tc at these compositions [3].

An increase in hardness after heat treatment is consis-
tently recorded only for those heat treatments which result
in an ordering transformation; where no ordering is
observed, hardness does not increase. The increase in hard-
ness after heat treatment thus arises from the development
of the CuPt7 superlattice structure. Although heat treat-
ment below 500 !C resulted in formation of this structure
for all specimens, the initially cold worked specimens con-
sistently exhibited greater hardening than the initially
quenched specimens.

Transmission electron microscopy shows that after heat
treatment below 500 !C the alloys were not completely
ordered, exhibiting instead a heterogeneous structure of
ordered domains in a disordered matrix even after pro-
longed heat treatment. Specimens which were initially cold
worked exhibit domains of around 5–10 nm after heat
treatment below 500 !C, whereas the domain size for ini-
tially quenched specimens was around 20 nm. The higher
degree of hardening exhibited by the initially cold worked
specimens is thus associated with a smaller domain size.

This is consistent with Stoloff and Davies’ observation that
a peak in hardening occurs at a domain size of around
6 nm [7], during the early stages of isothermal ordering.
What is unusual in the present alloy is that domain size
does not appear to grow beyond this size in the initially
cold worked specimens even when isothermal heat treat-
ment is continued for several weeks. As a result the high
hardness, obtained as a result of the small domain size, is
maintained even after long heat treatments.

For both initial conditions, specimens contain excess
vacancies which enhance diffusion and hence facilitate the
formation of ordered domains. Although the cold worked
specimens are expected to contain a high excess vacancy
concentration at the outset, this may reduce significantly
as isothermal heat treatment continues. The high density
of vacancy sinks such as dislocations may result in the
annihilation of vacancies which migrate to nearby sinks
in the early stages of heat treatment, leading to a significant
reduction in diffusion and, consequently, no further growth
of ordered domains.

5. Conclusions

Platinum 14 at.% copper increases in hardness after heat
treatment below 500 !C, as a result of the formation of
ordered CuPt7 domains. A significant increase in hardness
is observed for initially cold worked specimens, which exhi-
bit ordered domains of around 5–10 nm in size. Initially
quenched specimens, which exhibit comparatively larger
ordered domains after the same heat treatments, harden
to a lesser degree. The limited growth of domains in cold
worked specimens is attributed to the reduction in vacancy
concentration during the early stages of heat treatment,
owing to the presence of a high density of vacancy sinks,
which significantly reduces diffusion.
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incidence, from Pt 14 at.% Cu specimens that were (a) dis-
ordered, (b) heat treated after cold work, and (c) heat trea-
ted after quenching. Additional reflections at 1/2 (220), 1/2
(131) and 1/2 (111) type positions are observed in the heat
treated samples. These diffraction patterns are consistent
with Fig. 2(d), which shows a simulated [112] zone axis
electron diffraction pattern for the CuPt7 ordered structure.
Diffraction patterns viewed along [001] and [103] inci-
dence are shown in Figs. 3 and 4, respectively: heat treated
samples exhibit reflections at the 1/2 (200), 1/2 (220) and
1/2 (131) type positions, also consistent with the CuPt7
structure as shown.

Experiments with Pt 12.5 at.% Cu samples, which have
the stoichiometric composition for CuPt7, resulted in the
same diffraction patterns as observed for Pt 14 at.% Cu.
It was not possible to distinguish the A7B ordered structure
[3] from the ABC6 [8] ordered structure on the basis of elec-
tron diffraction patterns from ordered Pt 14 at.% Cu and Pt
12.5 at.% Cu.

3.2. Microhardness testing

Fig. 5 shows the hardness of specimens which were heat
treated for 3 h in the range 100–700 !C. Before heat treat-
ment, the cold rolled specimens had a measured hardness
of 241 ± 9 HV. After heat treatment for three hours at
100–400 !C the hardness increased, the maximum hardness
(362 ± 17 HV) occurring after heat treatment at 200 !C.
Before heat treatment the measured hardness of the
quenched specimens was 124 ± 10 HV, increasing slightly

to 150–160 HV after heat treatment at 100–400 !C. For
both initial conditions, heat treatment at 500 !C resulted
in no significant change in hardness. A significant decrease
in hardness was observed for the initially cold worked spec-
imen after heat treatment at 700 !C.

Prolonged isothermal heat treatment at 200 !C, for both
initial conditions, resulted in no significant additional hard-
ness increase with increased time at temperature, as shown
in Fig. 6.

Fig. 3. Electron diffraction patterns of Pt 14 at.% Cu viewed along the [001] zone axis: (a) disordered specimen, (b) initially cold worked specimen after
heat treatment at 200 !C, (c) initially quenched specimen after heat treatment at 200 !C and (d) simulated electron diffraction pattern for CuPt7.

Fig. 4. Electron diffraction pattern of Pt 14 at.% Cu viewed along the [103] zone axis: (a) disordered specimen, (b) initially cold worked specimen after
heat treatment at 200 !C, (c) initially quenched specimen after heat treatment at 200 !C and (d) simulated electron diffraction pattern for CuPt7.

Fig. 5. Hardness vs. heat treatment temperature for initially cold worked
and initially quenched Pt 14 at.% Cu after heat treatment for 3 h.
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treatment at and above 500 !C, neither the initially cold
worked nor the initially quenched samples exhibited
evidence of ordering. This is consistent with Schneider
and Esch’s value of around 500 !C for the order/disorder
temperature Tc at these compositions [3].

An increase in hardness after heat treatment is consis-
tently recorded only for those heat treatments which result
in an ordering transformation; where no ordering is
observed, hardness does not increase. The increase in hard-
ness after heat treatment thus arises from the development
of the CuPt7 superlattice structure. Although heat treat-
ment below 500 !C resulted in formation of this structure
for all specimens, the initially cold worked specimens con-
sistently exhibited greater hardening than the initially
quenched specimens.

Transmission electron microscopy shows that after heat
treatment below 500 !C the alloys were not completely
ordered, exhibiting instead a heterogeneous structure of
ordered domains in a disordered matrix even after pro-
longed heat treatment. Specimens which were initially cold
worked exhibit domains of around 5–10 nm after heat
treatment below 500 !C, whereas the domain size for ini-
tially quenched specimens was around 20 nm. The higher
degree of hardening exhibited by the initially cold worked
specimens is thus associated with a smaller domain size.

This is consistent with Stoloff and Davies’ observation that
a peak in hardening occurs at a domain size of around
6 nm [7], during the early stages of isothermal ordering.
What is unusual in the present alloy is that domain size
does not appear to grow beyond this size in the initially
cold worked specimens even when isothermal heat treat-
ment is continued for several weeks. As a result the high
hardness, obtained as a result of the small domain size, is
maintained even after long heat treatments.

For both initial conditions, specimens contain excess
vacancies which enhance diffusion and hence facilitate the
formation of ordered domains. Although the cold worked
specimens are expected to contain a high excess vacancy
concentration at the outset, this may reduce significantly
as isothermal heat treatment continues. The high density
of vacancy sinks such as dislocations may result in the
annihilation of vacancies which migrate to nearby sinks
in the early stages of heat treatment, leading to a significant
reduction in diffusion and, consequently, no further growth
of ordered domains.

5. Conclusions

Platinum 14 at.% copper increases in hardness after heat
treatment below 500 !C, as a result of the formation of
ordered CuPt7 domains. A significant increase in hardness
is observed for initially cold worked specimens, which exhi-
bit ordered domains of around 5–10 nm in size. Initially
quenched specimens, which exhibit comparatively larger
ordered domains after the same heat treatments, harden
to a lesser degree. The limited growth of domains in cold
worked specimens is attributed to the reduction in vacancy
concentration during the early stages of heat treatment,
owing to the presence of a high density of vacancy sinks,
which significantly reduces diffusion.
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incidence, from Pt 14 at.% Cu specimens that were (a) dis-
ordered, (b) heat treated after cold work, and (c) heat trea-
ted after quenching. Additional reflections at 1/2 (220), 1/2
(131) and 1/2 (111) type positions are observed in the heat
treated samples. These diffraction patterns are consistent
with Fig. 2(d), which shows a simulated [112] zone axis
electron diffraction pattern for the CuPt7 ordered structure.
Diffraction patterns viewed along [001] and [103] inci-
dence are shown in Figs. 3 and 4, respectively: heat treated
samples exhibit reflections at the 1/2 (200), 1/2 (220) and
1/2 (131) type positions, also consistent with the CuPt7
structure as shown.

Experiments with Pt 12.5 at.% Cu samples, which have
the stoichiometric composition for CuPt7, resulted in the
same diffraction patterns as observed for Pt 14 at.% Cu.
It was not possible to distinguish the A7B ordered structure
[3] from the ABC6 [8] ordered structure on the basis of elec-
tron diffraction patterns from ordered Pt 14 at.% Cu and Pt
12.5 at.% Cu.

3.2. Microhardness testing

Fig. 5 shows the hardness of specimens which were heat
treated for 3 h in the range 100–700 !C. Before heat treat-
ment, the cold rolled specimens had a measured hardness
of 241 ± 9 HV. After heat treatment for three hours at
100–400 !C the hardness increased, the maximum hardness
(362 ± 17 HV) occurring after heat treatment at 200 !C.
Before heat treatment the measured hardness of the
quenched specimens was 124 ± 10 HV, increasing slightly

to 150–160 HV after heat treatment at 100–400 !C. For
both initial conditions, heat treatment at 500 !C resulted
in no significant change in hardness. A significant decrease
in hardness was observed for the initially cold worked spec-
imen after heat treatment at 700 !C.

Prolonged isothermal heat treatment at 200 !C, for both
initial conditions, resulted in no significant additional hard-
ness increase with increased time at temperature, as shown
in Fig. 6.
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heat treatment at 200 !C, (c) initially quenched specimen after heat treatment at 200 !C and (d) simulated electron diffraction pattern for CuPt7.

Fig. 5. Hardness vs. heat treatment temperature for initially cold worked
and initially quenched Pt 14 at.% Cu after heat treatment for 3 h.

M. Carelse, C.I. Lang / Scripta Materialia 54 (2006) 1311–1315 1313
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FIG. 2. Illustration of constant `p norm surfaces in R

2. The
circle is a constant `2 norm surface and the diamond is a con-
stant `1 norm surface. The straight line indicates the possible
solutions to the underdetermined problem 10y + 7x = 20. A
sparse solution to this problem is the solution where one of
the variables is zero and the other is not, in other words it is
at the intersection of the straight line and the axes. Minimiz-
ing the `2 norm of this system will result in a dense solution,
whereas minimizing the `1 norm will yield a sparse solution.

where k ~Jk1 indicates the `1 norm of vector ~

J , a specific
case of the more general `p norm

k~ukp =
⇣X

|ui|p
⌘1/p

. (4)

The key idea in compressive sensing is the assumption
that the solution vector is sparse, or has few non-zero
components. The `1 norm constraint, which has been
used for years as a sparsity measure, is then used to
direct the solution search towards the most sparse so-
lution. Since CE models are known to be sparse, CS
provides a fast, robust, and e�cient way to detect phys-
ically relevant clusters and to compute their correspond-
ing coe�cients.34

Figure 2 illustrates CS for the simple two-dimensional
underdetermined problem 10y + 7x = 20. The straight
line in the figure represents all possible solutions cor-
responding to this system. The circle (diamond) is a
constant `2 (`1) norm surface. A sparse solution to this
system is one where one of the unknowns is non-zero and
the other is zero, in other words it is where the straight
line intersects one of the axes. The intersection of the so-
lution curve and the constant `2 norm curve will always
occur o↵-axis yielding a dense solution. The intersection
of the solution curve and the constant `1 norm curve will
occur on one of the axes, and therefore yield a sparse
solution. Constant `p surfaces where 0 < p  1 can en-
hance the sparsity, but then finding the global minimum
is an NP-hard, non-convex optimization problem.

A. Training set selection

The mathematical framework of compressive sensing,
put forth by Candès, Romberg, and Tao35, guarantees
the recovery of sparse ECI’s from a small number of first-
principles total energies given certain properties of the
matrix ¯

⇧ in Eq. (2). The solution to Eq. (3) was shown
to be exact with overwhelming probability if the number
of function samples, m, satisfies

m � C · µ2(�, ) · S · log n (5)

where C is some positive constant, n is the number of
basis functions being considered and S is the sparseness
of the solution vector (An S-sparse solution vector has
S non-zero coe�cients). Eq. (5) provides a lower bound
on the number of training data points needed to recover
the relevant ECIs from a large pool of candidates. The
function µ(�, ) is a measure of the coherence between
the sensing basis and the representation basis and is given
by

µ(�, ) =
p

n max
1i,jn

|h�k, ji|. (6)

where �i is the representation basis that expresses the
signal in a linear model [in our case, the cluster func-
tions ⇧̄f that represent the energy through Eq. (1)] and
 i is the sensing basis used to “sense” or train the lin-
ear model. The coherence value µ(⇧, ) is bracketed by
[1,

p
n]. Ensuring that this function evaluates to its low-

est possible value reduces the number of function samples
needed to recover the signal and provides a well-defined
recipe for choosing training data.

One approach to minimizing coherence is to choose
naturally incoherent pairs of bases and then sample the
function randomly in the domain of the sensing basis.
For example, delta functions and Fourier functions are a
maximally incoherent pair, and using the delta functions
for the sensing basis and the Fourier functions for the
representation basis and sampling the function randomly
will result in the function µ(�, ) being minimal.

In physics applications, the nature of the problem of in-
terest dictates the use of a specific basis. For example, in
cluster expansion, the representation basis are the cluster
functions and the sensing basis is the specific values of the
cluster functions corresponding to the ordered structures
in the training set. Where there is no freedom to choose
the basis, the best approach is to construct the sensing
matrix, in our case ⇧̄, such that its rows are approx-
imately independent and identically distributed (i.i.d).
This will guarantee that sparse sets of ECI’s will not be
in the null space of ⇧̄, ensuring e�cient recovery of the
true physical solution. For a more complete description
of incoherence as it relates to compressive sensing, see
Reference 35.

The simple requirement that the coherence should be
minimal provides a mathematically rigorous solution to
the question of which structures should be used in the
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FIG. 7. Comparison between re-weighted Bayesian compressive sensing and genetic algorithm methods for constructing a
cluster expansion model for the binary systems Ag-Pt, (left) Ag-Pd, (center) and Cu-Pt (right). The dashed curves indicate
BCS results and the solid curves indicate GA results. The upper plot show the `0 norm of the solution vector as the training
set increases. The middle plot show the `1 norm of the solution vector, and the lower plot gives the rmse over a holdout
dataset. Approximately 100 BCS fits were performed at each training set size, and the results of these fits are depicted using
box-and-whiskers. Due to it’s high computational cost, only 5 GA fits were performed, and hence GA results are not depicted
using box-and-whiskers.

It is curious that the BCS and GA models achieve sim-
ilar predictive capacities but di↵er wildly in the nature of
their solutions. One possible explanation for this is that
since the GA does not limit the `1 norm of the solution
vector, its solutions are dense and encompass an approx-
imate null space. Hence, approximate linear dependen-
cies will exist between ECIs of a dense solution, but are
much less likely for sparse solutions, like those found by
compressive sensing. This could explain how contribu-
tions from large ECI coe�cients may cancel each other
and result in relatively small RMS errors, but this issue
certainly needs to be investigated further.

Another key feature of BCS is the e�ciency of the
algorithm. For the three systems discussed here BCS fits
were constructed in a fraction of the time needed for the
GA. BCS required on the order of minutes to construct
100 fits, whereas the GA needed ⇠ 24 hours for a single
fit.

VI. CONCLUSION

It has been shown that the CS paradigm is uniquely
well-suited to building CE lattice models. Re-weighted
BCS-based provides a fast, e�cient, and parameterless
framework for constructing CE models. These models are
constructed in a fraction of the time required by current
state-of-the art techniques and with minimal time and
e↵ort required by the user. BCS-constructed CE mod-
els converge to solutions which agree with widely-held
intuition about the nature of physically relevant interac-
tions and predict more accurately than other modern CE
construction methods.

From a broader perspective, the CS paradigm is poised
to have a big impact on computational physics problems
of all types. The CS-paradigm is well suited to tackle any
highly-underdetermined linear problem: A~x = ~

b where ~x

is known to be sparse. One possible application is the ex-
pansion of high-throughput databases to include lattice
models. This approach relies heavily on being able to
automatically perform first-principles calculations, and

Bayesian Compressive Sensing vs. GA

17
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algorithm. For the three systems discussed here BCS fits
were constructed in a fraction of the time needed for the
GA. BCS required on the order of minutes to construct
100 fits, whereas the GA needed ⇠ 24 hours for a single
fit.

VI. CONCLUSION

It has been shown that the CS paradigm is uniquely
well-suited to building CE lattice models. Re-weighted
BCS-based provides a fast, e�cient, and parameterless
framework for constructing CE models. These models are
constructed in a fraction of the time required by current
state-of-the art techniques and with minimal time and
e↵ort required by the user. BCS-constructed CE mod-
els converge to solutions which agree with widely-held
intuition about the nature of physically relevant interac-
tions and predict more accurately than other modern CE
construction methods.

From a broader perspective, the CS paradigm is poised
to have a big impact on computational physics problems
of all types. The CS-paradigm is well suited to tackle any
highly-underdetermined linear problem: A~x = ~

b where ~x

is known to be sparse. One possible application is the ex-
pansion of high-throughput databases to include lattice
models. This approach relies heavily on being able to
automatically perform first-principles calculations, and
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algorithm. For the three systems discussed here BCS fits
were constructed in a fraction of the time needed for the
GA. BCS required on the order of minutes to construct
100 fits, whereas the GA needed ⇠ 24 hours for a single
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VI. CONCLUSION

It has been shown that the CS paradigm is uniquely
well-suited to building CE lattice models. Re-weighted
BCS-based provides a fast, e�cient, and parameterless
framework for constructing CE models. These models are
constructed in a fraction of the time required by current
state-of-the art techniques and with minimal time and
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Numerical Integration of Periodic 
Functions: A Few Examples, J. A. C. 
Weideman,The American Mathematical 
Monthly, 109 (Jan., 2002), pp. 21-36
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