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Many-Body  
Molecular Dynamics

From Clusters to Bulk

Such a surfeit of absorption lines also endows
the water molecule with a potent continuum absorp-
tion. Debate continues about the relative contribu-
tions to that continuum from the overlap of the
wings of different spectral lines and from the tran-
sient production of molecular clusters of water
dimers during collisions in the vapor (see PHYSICS
TODAY, April 2013, page 18). Whatever the cause, the
continuum absorption is an important manifestation
of water vapor’s unusual effectiveness at interacting
with radiation throughout the thermal IR.1 This ef-
fectiveness is felt also in the near-IR and makes water
vapor the most important absorber of solar radiation
in the lower atmosphere. Other molecules found in
the atmosphere also have strong, or well-placed, 
absorption features in the IR. But when it comes to
interacting with the full spectrum of IR radiation, 
including overtones at shorter wavelengths, none
approaches the virtuosity of the water molecule.
(See the article by Raymond Pierrehumbert, PHYSICS
TODAY, January 2011, page 33.)

Condensed water, which atmospheric physi-
cists refer to collectively as hydrometeors, can take
various forms, such as the simple crystals, droplets,
snowflakes, graupel, and hail illustrated in figure 1.
The extent to which they scatter electromagnetic ra-
diation depends on their refractive index and their
size relative to the radiation’s wavelength: Shorter
waves are preferentially scattered, longer waves are
absorbed. Because the typical size of cloud droplets
(and to a lesser extent cloud ice) is commensurate
with the shorter wavelengths of the thermal IR,
clouds are effective at absorbing energy at these and
longer wavelengths.

They are much less effective in doing so at the
10- to 100-fold shorter wavelengths found in the
solar part of the spectrum, where the radiation is in-
stead scattered. As a result, clouds exhibit both a

strong greenhouse effect and a strong planetary
albedo, despite containing only about 0.5% of the at-
mosphere’s water.2 As only a small fraction of that
water is distributed in large, precipitating hydro -
meteors such as rain and snow, which have relatively
small surface-to-volume ratios, precipitating water
is far less important for Earth’s radiative budget than
water vapor or suspended condensate.

Thermodynamics and phase changes
Because water cycles through vapor and condensate
phases in the atmosphere, the laws of thermodynam-
ics place important constraints on the coupling be-
tween water vapor and air temperature. Through 
the Clapeyron equation, the second law of thermo -
dynamics dictates how the saturation vapor pressure
es depends on temperature T and fundamentally con-
strains the humidity structure of the atmosphere. The
equation can be expressed as

                                                           (1)

The factor β is roughly equal to the ratio of the en-
thalpy of vaporization—the energy required to
transform water from liquid to gas at constant pres-
sure—to the water vapor gas constant. Its value
(about 5400 K) expresses the strength of the effect of
temperature variations on saturation vapor pres-
sure. Because of water’s unusually large enthalpy of
vaporization, β is a factor of two or three larger than
that of other common condensable vapors such as
carbon dioxide, methane, and ammonia. 

The large vaporization enthalpy also implies
that at typical surface temperatures, es approximately
doubles for every 10-K rise in temperature. If the
vapor pressure e rises above es—for instance, as a 
result of expansional cooling or a radiant loss of 

d e d Tln = ln .s

β
T
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Figure 1. Hydrometeors (a), the
condensed forms of water in the
atmosphere, come in several
sizes. They mostly scatter visible
light but absorb over a broad
range of the IR. (b) The near- 
and thermal-IR regions of the
spectrum excite the molecule
and produce its rotational–
vibrational (or ro-vibrational) 
and rotational bands. Specific
lines λ1, λ2, and λ3 mark the 
symmetric stretching mode,
bending mode, and asymmetric
stretching mode, respectively. 



Molecular Simulations: 
Where We Are, 

Where We Are Going... 



The Computer Age

“I fear the day that 
technology will surpass 
our human interaction. 
The world will have a 
generation of idiots.” 

Albert Einstein



co
m

pu
te

r p
ow

er

time
Courtesy of Rommie Amaro (UCSD)

HP#735#
12#CPUs#

protein(
10k(atoms(
100s(ps(

SGI#Origin#
128#CPUs#

LeMieux#
3k#CPUs#

Ranger#
60k#CPUs#

LCF#
Mira#786k#cores#
Titan#280k#cores#

+#GPUs#

ion(channel(
100k(atoms(

1(ns(

ATPase(
500k(atoms(

10s(ns(

ribosome(
2(mil(atoms(
100s(ns(

Enveloped(virus(
200(mil+(atoms(

1=100(μs(

1993! 1997!

2002!

2007!

2013!

The Computer Age



Potential energy functions and simulation approaches that: 
• are easily computable and implementable 

• accurately represent both molecular interactions and dynamics 

• are transferable across different phases 

• are predictive 

• enable direct comparisons with experiments 

Molecular Simulations: What We Need...

chemistry biophysics materials

http://paesanigroup.ucsd.edu



List%from%sklogwiki:%h0p://www.sklogwiki.org/SklogWiki/index.php/Water_models%

http://www.sklogwiki.org/SklogWiki/index.php/Water_models

Hundreds of models... None correctly predicts the properties of water across different phases!

Water: The Perfect Example



The “Traditional” Toolkit
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Head-Gordon & Artacho, Phys. Today 61, 58 (2008)
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The “Traditional” Toolkit

62 April 2008    Physics Today www.physicstoday.org

correlation effects into those associated with nearly degener-
ate electron configurations (see “Strongly correlated sys-
tems,” which follows) and the remaining so-called dynamic
correlations. 

Dynamic correlations are mostly spatially localized.
While locality is explicit in the correlation functionals of DFT,
it is not directly evident in wavefunction methods. Achallenge
and an opportunity is to exploit localization to break the un-
physical increase in computational cost with system size. In
addition to truncating by excitation level, the goal is to trun-
cate according to some distance-based criterion. Proof of con-
cept was first demonstrated by Peter Pulay in the early 1980s;
nowadays local models can reduce the cost of many-body
methods to a linear function of the system size. However, con-
structing a local model that retains a good model chemistry is
still an open challenge.

A related problem is the difficulty of approaching com-
pleteness of the atomic-orbital basis sets used for correlated
electrons. From theory, one expects and observes slow L−3

convergence of the correlation energy with respect to the
highest angular momentum L of the basis functions. De-
scribing two-particle and higher correlations in terms of the
products of one-particle basis functions is both inefficient and
nonlocal. One way forward is to augment the basis with two-
particle functions that correctly describe the wavefunction in
the vicinity of electron–electron coalescence. That research is
yielding significant improvements in convergence, although
many technical and practical issues remain open.

Although localizability of electron correlation yields
many useful results, there is still a need for nonlocality. Cor-
relations have a nonlocal component associated with disper-
sion interactions between systems, overlapping or not. Such
interactions are crucial for correctly modeling large-scale self-
assembly in nanoscale and mesoscale systems and for bio-
chemical systems. Nonlocal correlation effects are neglected in
standard DFT functionals, so research is under way to modify
the functionals, whether by simple empirical corrections or by
first-principles constructions, to include more nonlocal char-
acter. In that sense, the future modeling needs of the two
branches of quantum chemistry are diametrically opposed.

Strongly correlated systems. A system that exhibits
genuinely strong electron correlations cannot be well de-
scribed by a single electronic configuration. Rather, the in-
teraction among multiple configurations produces interest-
ing effects such as molecular analogues of the Kondo effect
and magnetic couplings of transition metal atoms with
partly filled d shells. Proper modeling of such systems lies
at the very limit of—or even beyond—the standard methods
because both Kohn–Sham DFT and wavefunction methods
begin with a single configuration and correct imperfectly for
correlation effects.

At present, the usual approach to strongly correlated
systems is to solve the Schrödinger equation exactly in a
small strongly correlated space of so-called active orbitals,
with the rest of the system treated in a mean-field approxi-
mation. Because of the exponential cost of the exact treat-
ment, there is a hard upper limit of approximately 16 active
orbitals—insufficient to treat more than one or two atoms
with active s, p, and d shells. (The separation of a correlated
space resembles what is done in dynamical mean-field the-
ory and related techniques in condensed matter, as described
in the article by Gabriel Kotliar and Dieter Vollhardt, PHYSICS
TODAY, March 2004, page 53.) Picking just a few configura-
tions or a few active orbitals to treat the strong correlations
means that the model is not truly from first principles. By-
passing the need for such system-specific choices is a chal-
lenge for the future.

One possible new approach to highly correlated systems
is the physicists’density-matrix renormalization group, which
builds up descriptions of the many-body Hamiltonian atom by
atom (or region by region) in an iterative way, while keeping
the lowest-energy state at every iteration. At present, it is a
method best suited to systems with 1D connectivity. 

Another alternative may be to use reduced density ma-
trices. The ground-state energy of any system can be exactly

Given a finite basis set, the memory and processor needs for an
exact treatment of electron interactions (the so-called full config-
uration interaction or full CI) grow exponentially with the number
N of atoms in the system. Model chemistries introduce approxi-
mations that reduce the scaling: N 3 for density-functional theory
(DFT), Hartree–Fock, and quantum Monte Carlo (QMC, a basis-
independent, stochastic wavefunction approach); N 5 for second-
order Møller–Plesset perturbation theory (MP2); and N 7 for the
coupled-cluster method CCSD(T). The figure illustrates an esti-
mated evolution of the size of the systems solvable by each
method if computer power continues to double every two years
or so. In the early 1990s, Weitao Yang, Giulia Galli, and Michele
Parrinello realized that a reduction to linear-scaling complexity
could be achieved for DFT if the solution to the electronic prob-
lem could be re-expressed in a localized language. After a
decade of developments by chemists and physicists, several
linear-scaling electronic-structure methods are now in use that
can address systems with as many as a few thousand atoms.
Other theories, such as linear-scaling QMC, have also achieved
improved scaling through locality. Reduced-scaling wavefunction
theories are in development. The shaded area at the top shows
the nuclear complexity wall described in the text. 
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Quantum mechanics

1930: Hartree-Fock equations 
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1965: Kohn & Sham equations 
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Putting Things in Perspective...
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Putting Things in Perspective...
1963 19691966

First man on the Moon Woodstock

2013 2014 2014

PharrellKarplus, Levitt, Warshel
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Beyond the “Traditional” Toolkit?

Potential energy functions and simulation approaches that: 
• are easily computable and implementable 

• accurately represent both molecular interactions and dynamics 

• are transferable across different phases 

• are predictive 

• enable direct comparisons with molecular-level experiments 

1) Can such a simulation approach exist?   

2) If it exists, what does it require? 

3) Can it be applied to complex systems?

http://paesanigroup.ucsd.edu
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1892 - Roentgen: mixture model (liquid-like & ice-like) 

1933 - Bernal & Fowler: tetrahedral arrangement 

1946 - Samoilov: interstitial model 

1951 - Pauling: hydrate with clathrate-like structure 

1951 - Pople: tetrahedral water with 4 distorted H-bonds 

60s - 70s: computer simulations with force fields 

1985 - Car & Parrinello: CPMD  

...

Not the First Nor the Only Ones...

http://paesanigroup.ucsd.edu
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2) If it exists, what does it require? 

3) Can it be applied to complex systems?
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Many-Body Expansion of Molecular Interactions
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MB expansion for water  
converges quickly
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Ab Initio Potentials from the Many-Body Expansion
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MB expansion for water  
converges quickly
Xantheas, Jordan, Szalewicz ...
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MB-pol: A Transferable Many-Body Water Potential 
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= − −V x x E x x V x V x( , ) ( , ) ( ) ( )a b a b a b2B 1B 1B (1)

Here, xi collectively denotes the positions of all atoms
belonging to the i-th water molecule. Following previous
studies,19,20 the V1B(xi) of the MB-pol potential is represented
by the spectroscopically accurate PES developed by Partridge
and Schwenke.21

The article is organized as follows. The development of the
MB-pol potential is described in Section 2. The accuracy of
V2B(xa,xb) is assessed in Section 3 through the comparison of
the calculated dimer vibration−rotation tunneling spectrum
and second virial coefficient with the corresponding exper-
imental data. Lastly, a summary highlighting the main findings
and discussing future directions is given in Section 4.

2. MODEL DEVELOPMENT
2.1. “First Principles” Energies. The one-center asymp-

totic expansion,22 as presented in eq 1 of ref 23, was used to
compute the interaction energy between two water molecules
at large separations. The coefficients for both induction and
dispersion contributions were taken from ref 24. The short-
range reference energies were computed at the coupled cluster
level including single, double, and iterative triple excitations,
CCSD(T). The MOLPRO program25 was used for all
calculations, and the counterpoise method26 was applied to
remove the basis set superposition error (BSSE).
The calculations were carried out with the augmented

correlation-consistent polarized-valence triple (aug-cc-pVTZ)
and quadruple-ζ (aug-cc-pVQZ) basis sets27 supplemented by
an additional set of 3s3p2d1f midbond functions28 with
exponents equal to (0.9, 0.3, 0.1) for sp, (0.6, 0.2) for d, and
0.3 for f, placed at the center of mass (COM) of each dimer
configuration. The interaction energies were extrapolated to the
complete basis set (CBS) limit using the following two-point
formula29,30

= −V V A
X

X
2 2

CBS
3 (2)

with X = 3 and 4, accordingly. We note that the Hartree−Fock
energy was not extrapolated separately because it was found to
be nearly at the CBS limit for either value of X.
2.2. Description of the Model. Because of the different

physical character of the interaction between two water
molecules at different separations, the 2B intermolecular
potential V2B(xa,xb) can be effectively split into short- and
long-range contributions

= +V x x V x x V x x( , ) ( , ) ( , )a b a b a b
(2B)

short
(2B)

long
(2B)

(3)

The long-range part is dominated by the (electrostatic)
interactions between the permanent and induced moments
associated with the molecules’ charge distributions and by the
dispersion forces. Following the TTM models,31 the static
moments of an isolated water molecule are represented in the
MB-pol potential by geometry-dependent point charges derived
from the ab initio dipole moment surface calculated by
Partridge and Schwenke.21 As in the TTM2.1-F19 and
TTM4-F20 models, the point charges are placed on the two
hydrogen (H) atoms and on the M site located along the
bisector of the HOH angle. The precise position of the M site
was chosen to optimize the description of the quadrupole
moment of an isolated water molecule. The induction
contribution in the MB-pol potential is modeled through a
modified version of the Thole-type (TTM) framework

employed by the TTM4-F model.20 Although, as in TTM4-F,
the point dipoles are placed on the oxygen (O) and hydrogen
(H) atoms, and an increased damping between the intra-
molecular dipoles on the H atoms is adopted (see Appendix A
for a more detailed presentation). Similar to the CC-pol
potential,24 the long-range dispersion contribution is repre-
sented by damped r−6 and r−8 terms associated with all pairs of
atoms. The long-range 2B potential is thus approximated as
follows

= +V x x V x x V x x( , ) ( , ) ( , )a b a b a blong
(2B)

TTM
(2B)

68
(2B)

(4)

Here, VTTM
(2B) = VTTM,elec

(2b) + VTTM,ind
(2B) and includes Coulomb terms

between all charges and induced dipoles (see Appendix A), and
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6

,
8 8

( )
8
( )

8
(5)

describes the long-range dispersion interaction. The sums over i
and j in eq 5 run over all atoms belonging to molecules a and b,
rij denotes the distance between each pair of atoms, and f n(ξ)
are the Tang−Toennies damping functions32

∑ξ ξ ξ= − − !=
f

k
( ) 1 exp( )n

k

n k

0 (6)

The short-range part of the MB-pol 2B PES (eq 3) is
represented in terms of a permutationally invariant polynomial
that smoothly switches to zero once the separation between the
two water molecules exceeds a predetermined cutoff value

= −
−

⎛
⎝⎜

⎞
⎠⎟V x x s

r R
R R

V( , )a bshort
(2B)

2
OO i

o i
2S

(7)

with

=
<

+ − ≤ <
≤

⎧
⎨⎪

⎩⎪
s x

x

x x x

x

( )

1 if 0

1 (2 3) if 0 1

0 if 1
2

2

(8)

The inner and outer radii (Ri,o) of the switching function are
set to 5.5 and 7.5 Å, respectively, providing a good compromise
between accuracy and computational efficiency. In eq 7, V2S is a
polynomial in functions of the distances between all pairs
involving both the physical atoms (H and O) and the two
additional sites (L1 and L2) located symmetrically along the
oxygen lone-pair directions (Figure 1)

γ γ= + + ± ×±
⊥r r r r r r1

2
( ) [ ]L

( )
O OH OH OH OH1 2 1 2

Here, γ∥ and γ⊥ are fitting parameters that determine the
optimal location of the L sites, and rOH1.2

are vectors joining the
O and H atoms within the same water molecule. All distances,

Figure 1. Interaction sites of the MB-pol pair potential.
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V2B

1153 linear parameters + 16 nonlinear parameters

dm=1−31, appearing in the V2S polynomial are listed in Table 1.
Starting from dm=1−31, the following variables are formed
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which are divided into three groups: intramolecular variables
(ξ1,...,ξ6), intermolecular Coulomb-like variables (ξ7,...,ξ15), and
intermolecular variables involving the L sites (ξ16,...,ξ31). On the
basis of these definitions, V2S is then constructed as a
permutationally invariant polynomial in ξi. The invariance is
imposed with respect to the permutation of the two water
molecules as well as to permutations of equivalent sites (O, H1,
H2, L1, and L2) within each molecule. The following
symmetrized monomials are included in V2S: (a) six first-
degree monomials formed from all intermolecular (ξ7,...,ξ31)
variables,

∑η ξ

η ξ ξ ξ ξ
η ξ

=

= + + +
=

=

. . .

i
i1

16

23

2 28 29 30 31

3 15

(b) 63 second-degree symmetrized monomials with at most
linear intramolecular terms, (c) 491 symmetrized third-degree
monomials with at most a quadratic dependence on the
intramolecular variables, and (d) 593 fourth-degree terms

quadratic with respect to the intramolecular variables. The
complete list of all 1153 symmetrized monomials entering

η= ∑ =V cl l l2S 1
1153 is available in the Supporting Information. The

coefficients cl along with C6,8
(HH), C6,8

(OH), and C6,8
(OO) are linear

fitting parameters. V2(xa,xb) in eq 3 also includes 16 nonlinear
parameters: δ6,8

(HH), δ6,8
(OH), δ6,8

(OO), γ⊥, γ∥, kHHintra
, kOHintra

, kHHcoul
,

kOHcoul
, kOOcoul

, kLH, kLO, and kLL.
2.3. Fitting. Following the CC-pol strategy,24 the fitting

process of the 2B MB-pol parameters was carried out in two
stages. The C6,8

(ab) were first obtained with δ6,8
(ab) set to infinity

(i.e., without the Tang−Toennies damping). The long-range
training set comprised one million dimers formed from
randomly oriented molecules in the vibrationally averaged
geometry (rOH = 1.836106337 Bohr and ϑHOH = 104.69° as
defined in ref 24). The distances between the monomer centers
of mass were sampled uniformly from 9 to 21 Bohr. [The
asymptotic long-range energy becomes inaccurate for COM−
COM separations below 9 Bohr, and the energies become
vanishingly small above 21 Bohr.] The sum of the C6

(ab) values
was fixed24 to ensure the correct long-range behavior

αμ+ + + =C C C C4 4 26
(OO)

6
(OH)

6
(HH) 2

6
ref

(9)

Here, the last term in the left-hand side represents the isotropic
contribution due to the Coulomb interaction between the
permanent dipole of one monomer and the induced dipole of
the other monomer. Assuming vibrationally averaged monomer
geometries, the values of the isotropic polarizability (α =
1.43016 Å3) and the molecular dipole (μ = 1.8679D) were
taken from the TTM model and Partridge−Schwenke dipole
moment surface. The reference value (C6

ref = 57.718405 au) on
the right-hand side of eq 9 was computed from “first principles”
in ref 24. The C6,8 values obtained from the least-squares fit are
reported in the Supporting Information.
After determining C6,8

(ab), the coefficients of the short-range
polynomial (cl=1,...,1153) along with the 16 nonlinear parameters
were obtained by minimizing the (regularized) weighted sum of
squared residuals calculated for the short-range training set
:(42508 dimers)

∑ ∑χ = − + Γ
∈ =

w V n V n c[ ( ) ( )]
n

n
l

l
2

2
model

2
ref 2 2

1

1153
2

:

The weights, wn, were set to emphasize dimers with lower total
energy

= Δ
− + Δ

⎛
⎝⎜

⎞
⎠⎟w E E

E E E
( )

min

2

(10)

Here, Emin denotes the lowest energy in the training set (i.e.,
dimer global minimum energy), and ΔE defines the range of
favorably weighted energies, which was set to 25 kcal/mol upon
careful experimentation. The regularization parameter, Γ, was
set to 5 × 10−4 in order to reduce the variation of the linear
fitting parameters (larger Γ values effectively suppress any
variation) without spoiling the overall accuracy of the fit
(favored by smaller Γ values), contributing no more than 1% to
χ2. The linear parameters (cl=1,...,1153) were obtained through
singular value decomposition, while the simplex algorithm was
used to optimize the nonlinear parameters. The optimal value
of χ2 was 54.79 (kcal/mol)2, corresponding to an RMS error of
0.054 kcal/mol per dimer. The RMS error over the lowest 25
kcal/mol was 0.00077 kcal/mol and the largest error over the

Table 1. Distances Entering the Short-Range Part of the
Potentiala

d16 La1 Hb1
d17 La1 Hb2
d18 La2 Hb1

d7 Ha1 Hb1 d19 La2 Hb2
d1 Ha1 Ha2 d8 Ha1 Hb2 d20 Lb1 Ha1
d2 Hb1 Hb2 d9 Ha2 Hb1 d21 Lb1 Ha2
d3 Oa Ha1 d10 Ha2 Hb2 d22 Lb2 Ha1
d4 Oa Ha2 d11 Oa Hb1 d23 Lb2 Ha2
d5 Ob Hb1 d12 Oa Hb2 d24 Oa Lb1
d6 Ob Hb2 d13 Ob Ha1 d25 Oa Lb2

d14 Ob Ha2 d26 Ob La1
d15 Oa Ob d27 Ob La2

d28 La1 Lb1
d29 La1 Lb2
d30 La2 Lb1
d31 La2 Lb2

aThe first letter of the site label denotes the site name (O, H, or L).
The second letter distinguishes the molecules (a or b). The trailing
digit indexes the equivalent sites within the molecule.
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(ξ1,...,ξ6), intermolecular Coulomb-like variables (ξ7,...,ξ15), and
intermolecular variables involving the L sites (ξ16,...,ξ31). On the
basis of these definitions, V2S is then constructed as a
permutationally invariant polynomial in ξi. The invariance is
imposed with respect to the permutation of the two water
molecules as well as to permutations of equivalent sites (O, H1,
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2.3. Fitting. Following the CC-pol strategy,24 the fitting

process of the 2B MB-pol parameters was carried out in two
stages. The C6,8

(ab) were first obtained with δ6,8
(ab) set to infinity

(i.e., without the Tang−Toennies damping). The long-range
training set comprised one million dimers formed from
randomly oriented molecules in the vibrationally averaged
geometry (rOH = 1.836106337 Bohr and ϑHOH = 104.69° as
defined in ref 24). The distances between the monomer centers
of mass were sampled uniformly from 9 to 21 Bohr. [The
asymptotic long-range energy becomes inaccurate for COM−
COM separations below 9 Bohr, and the energies become
vanishingly small above 21 Bohr.] The sum of the C6

(ab) values
was fixed24 to ensure the correct long-range behavior
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Here, the last term in the left-hand side represents the isotropic
contribution due to the Coulomb interaction between the
permanent dipole of one monomer and the induced dipole of
the other monomer. Assuming vibrationally averaged monomer
geometries, the values of the isotropic polarizability (α =
1.43016 Å3) and the molecular dipole (μ = 1.8679D) were
taken from the TTM model and Partridge−Schwenke dipole
moment surface. The reference value (C6

ref = 57.718405 au) on
the right-hand side of eq 9 was computed from “first principles”
in ref 24. The C6,8 values obtained from the least-squares fit are
reported in the Supporting Information.
After determining C6,8

(ab), the coefficients of the short-range
polynomial (cl=1,...,1153) along with the 16 nonlinear parameters
were obtained by minimizing the (regularized) weighted sum of
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Here, Emin denotes the lowest energy in the training set (i.e.,
dimer global minimum energy), and ΔE defines the range of
favorably weighted energies, which was set to 25 kcal/mol upon
careful experimentation. The regularization parameter, Γ, was
set to 5 × 10−4 in order to reduce the variation of the linear
fitting parameters (larger Γ values effectively suppress any
variation) without spoiling the overall accuracy of the fit
(favored by smaller Γ values), contributing no more than 1% to
χ2. The linear parameters (cl=1,...,1153) were obtained through
singular value decomposition, while the simplex algorithm was
used to optimize the nonlinear parameters. The optimal value
of χ2 was 54.79 (kcal/mol)2, corresponding to an RMS error of
0.054 kcal/mol per dimer. The RMS error over the lowest 25
kcal/mol was 0.00077 kcal/mol and the largest error over the

Table 1. Distances Entering the Short-Range Part of the
Potentiala
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d17 La1 Hb2
d18 La2 Hb1

d7 Ha1 Hb1 d19 La2 Hb2
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d2 Hb1 Hb2 d9 Ha2 Hb1 d21 Lb1 Ha2
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d14 Ob Ha2 d26 Ob La1
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aThe first letter of the site label denotes the site name (O, H, or L).
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V3B

1163 linear parameters + 10 nonlinear parameters

V 3B
poly

=
1163X

m=1

c
m

⇠
m

where the sum of the three terms in the square bracket
represents a switching function that smoothly goes to zero as
one of the water molecules moves apart from the other two. In
eq 5,

π=
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R

R
mn
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cut
(3B)

(7)

where Rmn is the distance between the oxygen atoms of water
molecules m and n, and Rcut

(3B) = 4.5 Å is the three-body cutoff
distance. This specific value for Rcut

(3B) was found to provide the
optimal compromise between accuracy and computational cost.
The Vpoly

(3B) term in eq 5 is a permutationally invariant
polynomial in exponentials of the interatomic distances,
dm=1−36, between all possible pairs of atoms as defined in
Table 1. From the definition of dm=1−36, the following variables
are formed
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Vpoly
(3B) is then constructed as a polynomial in ξi imposing the

permutational invariance with respect to permutations of the
water molecules as well as to permutations of the hydrogen
atoms within each molecule. Vpoly

(3B) contains the following
symmetrized monomials: (a) 13 s-degree monomials formed
from all intermolecular (ξ10,...,ξ36) variables; (b) 202 third-
degree symmetrized monomials with at most linear intra-
molecular terms; and (c) 948 symmetrized fourth-degree
monomials with at most linear dependence on the intra-
molecular variables, as well as intermolecular variables involving
oxygen−oxygen and hydrogen−hydrogen distances. The
complete list of all 1163 symmetrized monomials is available
in the Supporting Information. The coefficients (cl=1−1163) of
these terms are linear fitting parameters. In addition, Vpoly

(3B) also
contains the following 10 nonlinear parameters: dHH,intra

(0) ,
dOH,intra
(0) , dHH

(0) , dOH
(0) , dOO

(0) , kHH,intra, kOH,intra, kHH, kOH, and kOO.
Both linear and nonlinear parameters were obtained by

minimizing the (regularized) weighted sum of squared residuals
calculated for the short-range training set 1 described in
section 2.2:
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The weights, wn, were set to emphasize trimers with low total
energies
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Here, Emin denotes the lowest energy in the training set (i.e.,
trimer global minimum energy) and ΔE defines the range of
the favorably weighted energies. ΔE = 37.5 kcal/mol was used
in eq 8, which is consistent with the value used in the fit of the
two-body term (25 kcal/mol).29 The regularization parameter,
Γ, was set to 1 × 10−4 in order to reduce the variation of the
linear fitting parameters (larger Γ values effectively suppress
any variation of the parameters) without spoiling the overall
accuracy of the fit (favored by smaller Γ values). The choice of
the regularization weight was further constrained by the
requirement that the regularization term contributed to no
more than 1% to χ2. The linear parameters (cl=1,...,1163) were
obtained through singular value decomposition while the
simplex algorithm was used to iteratively optimize the nonlinear
parameters. The optimization procedure results in a χ2 value of
7.83 (kcal/mol)2, corresponding to a RMSD of 0.028 kcal/mol
per trimer. The RMSD for trimers with total energy within 37.5

Table 1. Distances Entering the Short-Range Three-Body
Part of the Potentiala

d1 Ha1 Ha2
d2 Hb1 Hb2
d3 Hc1 Hc2
d4 Oa Ha1
d5 Oa Ha2
d6 Ob Hb1
d7 Ob Hb2
d8 Oc Hc1
d9 Oc Hc2
d10 Ha1 Hb1
d11 Ha1 Hb2
d12 Ha1 Hc1
d13 Ha1 Hc2
d14 Ha2 Hb1
d15 Ha2 Hb2
d16 Ha2 Hc1
d17 Ha2 Hc2
d18 Hb1 Hc1
d19 Hb1 Hc2
d20 Hb2 Hc1
d21 Hb2 Hc2
d22 Oa Hb1
d23 Oa Hb2
d24 Oa Hc1
d25 Oa Hc2
d26 Ob Ha1
d27 Ob Ha2
d28 Ob Hc1
d29 Ob Hc2
d30 Oc Ha1
d31 Oc Ha2
d32 Oc Hb1
d33 Oc Hb2
d34 Oa Ob
d35 Oa Oc
d36 Ob Oc

aThe first letter of the site label denotes the atom name (O, H), the
second letter distinguishes the molecules (a, b, or c), the trailing digit
indexes equivalent atoms within the molecule.
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where the sum of the three terms in the square bracket
represents a switching function that smoothly goes to zero as
one of the water molecules moves apart from the other two. In
eq 5,

π=
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≤ <

≤

⎧
⎨
⎪⎪

⎩
⎪⎪

s t

t

t t

t

( )

1 if 0

cos
2

if 0 1

0 if 1

2

(6)

and

=t
R

R
mn

mn

cut
(3B)

(7)

where Rmn is the distance between the oxygen atoms of water
molecules m and n, and Rcut

(3B) = 4.5 Å is the three-body cutoff
distance. This specific value for Rcut

(3B) was found to provide the
optimal compromise between accuracy and computational cost.
The Vpoly

(3B) term in eq 5 is a permutationally invariant
polynomial in exponentials of the interatomic distances,
dm=1−36, between all possible pairs of atoms as defined in
Table 1. From the definition of dm=1−36, the following variables
are formed

ξ

ξ

ξ

ξ

=
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=
···

=
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k d d
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k d d

k d d

1
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9
( )

10
( )

36
( )

HH,intra 1 HH,intra
(0)

OH,intra 9 OH,intra
(0)

HH 10 HH
(0)

OO 36 OO
(0)

Vpoly
(3B) is then constructed as a polynomial in ξi imposing the

permutational invariance with respect to permutations of the
water molecules as well as to permutations of the hydrogen
atoms within each molecule. Vpoly

(3B) contains the following
symmetrized monomials: (a) 13 s-degree monomials formed
from all intermolecular (ξ10,...,ξ36) variables; (b) 202 third-
degree symmetrized monomials with at most linear intra-
molecular terms; and (c) 948 symmetrized fourth-degree
monomials with at most linear dependence on the intra-
molecular variables, as well as intermolecular variables involving
oxygen−oxygen and hydrogen−hydrogen distances. The
complete list of all 1163 symmetrized monomials is available
in the Supporting Information. The coefficients (cl=1−1163) of
these terms are linear fitting parameters. In addition, Vpoly

(3B) also
contains the following 10 nonlinear parameters: dHH,intra

(0) ,
dOH,intra
(0) , dHH

(0) , dOH
(0) , dOO

(0) , kHH,intra, kOH,intra, kHH, kOH, and kOO.
Both linear and nonlinear parameters were obtained by

minimizing the (regularized) weighted sum of squared residuals
calculated for the short-range training set 1 described in
section 2.2:

∑ ∑χ = − + Γ
∈ =

w V n V n c[ ( ) ( )]
n

n
l

l
2

model
(3B)

ref
(3B) 2 2

1

1163
2

1

The weights, wn, were set to emphasize trimers with low total
energies

= Δ
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Here, Emin denotes the lowest energy in the training set (i.e.,
trimer global minimum energy) and ΔE defines the range of
the favorably weighted energies. ΔE = 37.5 kcal/mol was used
in eq 8, which is consistent with the value used in the fit of the
two-body term (25 kcal/mol).29 The regularization parameter,
Γ, was set to 1 × 10−4 in order to reduce the variation of the
linear fitting parameters (larger Γ values effectively suppress
any variation of the parameters) without spoiling the overall
accuracy of the fit (favored by smaller Γ values). The choice of
the regularization weight was further constrained by the
requirement that the regularization term contributed to no
more than 1% to χ2. The linear parameters (cl=1,...,1163) were
obtained through singular value decomposition while the
simplex algorithm was used to iteratively optimize the nonlinear
parameters. The optimization procedure results in a χ2 value of
7.83 (kcal/mol)2, corresponding to a RMSD of 0.028 kcal/mol
per trimer. The RMSD for trimers with total energy within 37.5

Table 1. Distances Entering the Short-Range Three-Body
Part of the Potentiala

d1 Ha1 Ha2
d2 Hb1 Hb2
d3 Hc1 Hc2
d4 Oa Ha1
d5 Oa Ha2
d6 Ob Hb1
d7 Ob Hb2
d8 Oc Hc1
d9 Oc Hc2
d10 Ha1 Hb1
d11 Ha1 Hb2
d12 Ha1 Hc1
d13 Ha1 Hc2
d14 Ha2 Hb1
d15 Ha2 Hb2
d16 Ha2 Hc1
d17 Ha2 Hc2
d18 Hb1 Hc1
d19 Hb1 Hc2
d20 Hb2 Hc1
d21 Hb2 Hc2
d22 Oa Hb1
d23 Oa Hb2
d24 Oa Hc1
d25 Oa Hc2
d26 Ob Ha1
d27 Ob Ha2
d28 Ob Hc1
d29 Ob Hc2
d30 Oc Ha1
d31 Oc Ha2
d32 Oc Hb1
d33 Oc Hb2
d34 Oa Ob
d35 Oa Oc
d36 Ob Oc

aThe first letter of the site label denotes the atom name (O, H), the
second letter distinguishes the molecules (a, b, or c), the trailing digit
indexes equivalent atoms within the molecule.
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dx.doi.org/10.1021/ct500079y | J. Chem. Theory Comput. 2014, 10, 1599−16071601

s3 = s(tab)s(tac)

+s(tab)s(tbc)

+s(tac)s(tbc)



L1

L2
M

H2

O

Partridge & Schwenke, J. Chem. Phys. 106, 4618 (1997)V 1B = V 1B
PS

V >3B = V NB
ind (1, . . . , N)

V 2B = s2V
2B
poly

+ V 2B
elect

+ V 2B
ind

�
X

i<j

f
ij

C
ij,6

R6
ij

V 3B = s3V
3B
poly

+ V 3B
ind

Babin, Leforestier & FP,  J. Chem. Theory Comput. 9, 5395 (2013); Babin, Medders & FP,  J. Chem. Theory Comput. 10, 1599 (2014)

H1

MB-pol: A Transferable Many-Body Water Potential 

V3B

dm=1−31, appearing in the V2S polynomial are listed in Table 1.
Starting from dm=1−31, the following variables are formed
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OHintra 6

HHcoul 7

OOcoul 15
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which are divided into three groups: intramolecular variables
(ξ1,...,ξ6), intermolecular Coulomb-like variables (ξ7,...,ξ15), and
intermolecular variables involving the L sites (ξ16,...,ξ31). On the
basis of these definitions, V2S is then constructed as a
permutationally invariant polynomial in ξi. The invariance is
imposed with respect to the permutation of the two water
molecules as well as to permutations of equivalent sites (O, H1,
H2, L1, and L2) within each molecule. The following
symmetrized monomials are included in V2S: (a) six first-
degree monomials formed from all intermolecular (ξ7,...,ξ31)
variables,

∑η ξ

η ξ ξ ξ ξ
η ξ

=

= + + +
=

=

. . .

i
i1

16

23

2 28 29 30 31

3 15

(b) 63 second-degree symmetrized monomials with at most
linear intramolecular terms, (c) 491 symmetrized third-degree
monomials with at most a quadratic dependence on the
intramolecular variables, and (d) 593 fourth-degree terms

quadratic with respect to the intramolecular variables. The
complete list of all 1153 symmetrized monomials entering

η= ∑ =V cl l l2S 1
1153 is available in the Supporting Information. The

coefficients cl along with C6,8
(HH), C6,8

(OH), and C6,8
(OO) are linear

fitting parameters. V2(xa,xb) in eq 3 also includes 16 nonlinear
parameters: δ6,8

(HH), δ6,8
(OH), δ6,8

(OO), γ⊥, γ∥, kHHintra
, kOHintra

, kHHcoul
,

kOHcoul
, kOOcoul

, kLH, kLO, and kLL.
2.3. Fitting. Following the CC-pol strategy,24 the fitting

process of the 2B MB-pol parameters was carried out in two
stages. The C6,8

(ab) were first obtained with δ6,8
(ab) set to infinity

(i.e., without the Tang−Toennies damping). The long-range
training set comprised one million dimers formed from
randomly oriented molecules in the vibrationally averaged
geometry (rOH = 1.836106337 Bohr and ϑHOH = 104.69° as
defined in ref 24). The distances between the monomer centers
of mass were sampled uniformly from 9 to 21 Bohr. [The
asymptotic long-range energy becomes inaccurate for COM−
COM separations below 9 Bohr, and the energies become
vanishingly small above 21 Bohr.] The sum of the C6

(ab) values
was fixed24 to ensure the correct long-range behavior

αμ+ + + =C C C C4 4 26
(OO)

6
(OH)

6
(HH) 2

6
ref

(9)

Here, the last term in the left-hand side represents the isotropic
contribution due to the Coulomb interaction between the
permanent dipole of one monomer and the induced dipole of
the other monomer. Assuming vibrationally averaged monomer
geometries, the values of the isotropic polarizability (α =
1.43016 Å3) and the molecular dipole (μ = 1.8679D) were
taken from the TTM model and Partridge−Schwenke dipole
moment surface. The reference value (C6

ref = 57.718405 au) on
the right-hand side of eq 9 was computed from “first principles”
in ref 24. The C6,8 values obtained from the least-squares fit are
reported in the Supporting Information.
After determining C6,8

(ab), the coefficients of the short-range
polynomial (cl=1,...,1153) along with the 16 nonlinear parameters
were obtained by minimizing the (regularized) weighted sum of
squared residuals calculated for the short-range training set
:(42508 dimers)
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The weights, wn, were set to emphasize dimers with lower total
energy
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Here, Emin denotes the lowest energy in the training set (i.e.,
dimer global minimum energy), and ΔE defines the range of
favorably weighted energies, which was set to 25 kcal/mol upon
careful experimentation. The regularization parameter, Γ, was
set to 5 × 10−4 in order to reduce the variation of the linear
fitting parameters (larger Γ values effectively suppress any
variation) without spoiling the overall accuracy of the fit
(favored by smaller Γ values), contributing no more than 1% to
χ2. The linear parameters (cl=1,...,1153) were obtained through
singular value decomposition, while the simplex algorithm was
used to optimize the nonlinear parameters. The optimal value
of χ2 was 54.79 (kcal/mol)2, corresponding to an RMS error of
0.054 kcal/mol per dimer. The RMS error over the lowest 25
kcal/mol was 0.00077 kcal/mol and the largest error over the

Table 1. Distances Entering the Short-Range Part of the
Potentiala

d16 La1 Hb1
d17 La1 Hb2
d18 La2 Hb1

d7 Ha1 Hb1 d19 La2 Hb2
d1 Ha1 Ha2 d8 Ha1 Hb2 d20 Lb1 Ha1
d2 Hb1 Hb2 d9 Ha2 Hb1 d21 Lb1 Ha2
d3 Oa Ha1 d10 Ha2 Hb2 d22 Lb2 Ha1
d4 Oa Ha2 d11 Oa Hb1 d23 Lb2 Ha2
d5 Ob Hb1 d12 Oa Hb2 d24 Oa Lb1
d6 Ob Hb2 d13 Ob Ha1 d25 Oa Lb2

d14 Ob Ha2 d26 Ob La1
d15 Oa Ob d27 Ob La2

d28 La1 Lb1
d29 La1 Lb2
d30 La2 Lb1
d31 La2 Lb2

aThe first letter of the site label denotes the site name (O, H, or L).
The second letter distinguishes the molecules (a or b). The trailing
digit indexes the equivalent sites within the molecule.
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1163 linear parameters + 10 nonlinear parameters

where the sum of the three terms in the square bracket
represents a switching function that smoothly goes to zero as
one of the water molecules moves apart from the other two. In
eq 5,
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where Rmn is the distance between the oxygen atoms of water
molecules m and n, and Rcut

(3B) = 4.5 Å is the three-body cutoff
distance. This specific value for Rcut

(3B) was found to provide the
optimal compromise between accuracy and computational cost.
The Vpoly

(3B) term in eq 5 is a permutationally invariant
polynomial in exponentials of the interatomic distances,
dm=1−36, between all possible pairs of atoms as defined in
Table 1. From the definition of dm=1−36, the following variables
are formed
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Vpoly
(3B) is then constructed as a polynomial in ξi imposing the

permutational invariance with respect to permutations of the
water molecules as well as to permutations of the hydrogen
atoms within each molecule. Vpoly

(3B) contains the following
symmetrized monomials: (a) 13 s-degree monomials formed
from all intermolecular (ξ10,...,ξ36) variables; (b) 202 third-
degree symmetrized monomials with at most linear intra-
molecular terms; and (c) 948 symmetrized fourth-degree
monomials with at most linear dependence on the intra-
molecular variables, as well as intermolecular variables involving
oxygen−oxygen and hydrogen−hydrogen distances. The
complete list of all 1163 symmetrized monomials is available
in the Supporting Information. The coefficients (cl=1−1163) of
these terms are linear fitting parameters. In addition, Vpoly

(3B) also
contains the following 10 nonlinear parameters: dHH,intra

(0) ,
dOH,intra
(0) , dHH

(0) , dOH
(0) , dOO

(0) , kHH,intra, kOH,intra, kHH, kOH, and kOO.
Both linear and nonlinear parameters were obtained by

minimizing the (regularized) weighted sum of squared residuals
calculated for the short-range training set 1 described in
section 2.2:
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The weights, wn, were set to emphasize trimers with low total
energies
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Here, Emin denotes the lowest energy in the training set (i.e.,
trimer global minimum energy) and ΔE defines the range of
the favorably weighted energies. ΔE = 37.5 kcal/mol was used
in eq 8, which is consistent with the value used in the fit of the
two-body term (25 kcal/mol).29 The regularization parameter,
Γ, was set to 1 × 10−4 in order to reduce the variation of the
linear fitting parameters (larger Γ values effectively suppress
any variation of the parameters) without spoiling the overall
accuracy of the fit (favored by smaller Γ values). The choice of
the regularization weight was further constrained by the
requirement that the regularization term contributed to no
more than 1% to χ2. The linear parameters (cl=1,...,1163) were
obtained through singular value decomposition while the
simplex algorithm was used to iteratively optimize the nonlinear
parameters. The optimization procedure results in a χ2 value of
7.83 (kcal/mol)2, corresponding to a RMSD of 0.028 kcal/mol
per trimer. The RMSD for trimers with total energy within 37.5

Table 1. Distances Entering the Short-Range Three-Body
Part of the Potentiala

d1 Ha1 Ha2
d2 Hb1 Hb2
d3 Hc1 Hc2
d4 Oa Ha1
d5 Oa Ha2
d6 Ob Hb1
d7 Ob Hb2
d8 Oc Hc1
d9 Oc Hc2
d10 Ha1 Hb1
d11 Ha1 Hb2
d12 Ha1 Hc1
d13 Ha1 Hc2
d14 Ha2 Hb1
d15 Ha2 Hb2
d16 Ha2 Hc1
d17 Ha2 Hc2
d18 Hb1 Hc1
d19 Hb1 Hc2
d20 Hb2 Hc1
d21 Hb2 Hc2
d22 Oa Hb1
d23 Oa Hb2
d24 Oa Hc1
d25 Oa Hc2
d26 Ob Ha1
d27 Ob Ha2
d28 Ob Hc1
d29 Ob Hc2
d30 Oc Ha1
d31 Oc Ha2
d32 Oc Hb1
d33 Oc Hb2
d34 Oa Ob
d35 Oa Oc
d36 Ob Oc

aThe first letter of the site label denotes the atom name (O, H), the
second letter distinguishes the molecules (a, b, or c), the trailing digit
indexes equivalent atoms within the molecule.
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Reference data

MB-pol: A Transferable Many-Body Water Potential 

invariant polynomials, 
dipole, polarizability,  

and dispersion

2B: CCSD(T)/CBS dimers 

3B: CCSD(T)/CBS trimers



Molecular Interactions & Big Data 

Abu-Mostafa & Magdon-Ismail, “Learning from data” 

training set

least-squares fit generation of  
new configurations

RMSD 
unique configurations

“Active learning”
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MB-pol: 2-Body & 3-Body Interaction Energies
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V 3B(i, j, k) + · · ·+ V NB(1, . . . , N)

for Etot < 37.5 kcal/mol
RMSD = 0.0007 kcal/mol



MB-pol Accuracy:  
Structural and Dynamical 

Properties of Water  
Across Different Phases



MB-pol ⟺ Born-Oppenheimer potential energy surface

Molecular Simulations with MB-pol

Nuclear quantum effects must be included 
explicitly in molecular simulations

Methods based on: 

- Basis set expansions 
(gas phase spectra)  

- Path-integral molecular dynamics (PIMD) 
(structure & thermodynamics) 

- Centroid molecular dynamics (CMD) 
(approximate quantum dynamics)

Nitzan, “Chemical Dynamics in Condensed Phases”; Tuckerman, “Statistical Mechanics: Theory and Molecular Simulation”



Dimer: Vibration-Rotation Tunneling Spectrum

Babin, Leforestier & FP,  J. Chem. Theory Comput. 9, 5395 (2013)

Mode Experiment
(cm-1)

MB-pol
(cm-1)

OO
2 153.62 154.77
1 149.05

AT
1 129.49
2 120.19 119.23

AW
2 108.89 109.14
1 107.93 108.76

DT
1 113.18
2 64.52 61.24

GS
2 11.18 11.88
1 0 0

intermolecular 
stretch

acceptor
twist

acceptor
wag

donor
torsion

ground
state

• hydrogen tunneling 

• energy level splitting



Clusters: Hexamer

Babin, Medders & FP, J. Phys. Chem. Lett. 3, 3765 (2012); Babin, Medders & FP,  J. Chem. Theory Comput. 10, 1599 (2014)

Bates et al., J. Phys. Chem. A 113, 3555 (2009) - Not CCSD(T)/CBS!

Relative energies
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 with Miguel Morales (LLNL)

Mean absolute deviations relative to QMC 
• Periodic boundary conditions 

• Molecular configurations from MD simulations with vdW-DF and vdW-DF2
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Liquid: Energies Relative to Quantum Monte Carlo

Timings - MB-pol vs. FFs

qTIP4P/F 1

TTM3-F ~7

WHBB ~26000

MB-pol ~47

Timings - MB-pol vs. DFT 

MB-Pol 
~0.06 secs for a single point using 64 processors 

DFT  
600  eV: ~170 secs for a single point using 64 processors 
800  eV: ~280 secs for a single point using 64 processors



Liquid: Structure

Oxygen-oxygen radial distribution function

Soper (2000)
Soper & Benmore (2008)
Skinner et al. (2013)
MB-pol (PIMD)

Medders, Babin & FP, J. Chem. Theory Comput. 10, 2906 (2014)



Liquid: Structure

Oxygen-oxygen radial distribution function

Medders, Babin & FP, J. Chem. Theory Comput. 10, 2906 (2014)

Soper (2000)
Soper & Benmore (2008)
Skinner et al. (2013)
MB-pol (PIMD)
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b) PIMD

Nuclear quantum effects and model dependence

Liquid: Structure

Skinner et al. Skinner et al.

BLYP & BLYP-D3: Wang, Ceriotti & Markland, J. Chem. Phys. 141, 104502 (2014) 

Medders, Babin & FP, J. Chem. Theory Comput. 10, 2906 (2014)

Oxygen-oxygen radial distribution function
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PBE & PBE0: DiStasio, Santra, Li, Wu & Car, J. Chem. Phys. 141, 084502 (2014) 

Courtesy of Robert DiStasio (Princeton University)

Oxygen-oxygen radial distribution function

Experiment Experiment

Liquid: Structure

Nuclear quantum effects and model dependence

MD PIMD



Looking at Ice to Learn about Water

“...The structure of water is much less precisely 
known by experiment than the structures of the 
phases of ice; for fluids, only radial distributions can 
be measured, whereas for crystals, accurate 
interatomic distances and angles can be determined. 
Consequently, predicting a radial distribution of 
water is a less precise test of a water-water 
potential than predicting the structures of the 
crystalline phases, and so also is predicting the 
energy because of the wide and imperfectly known 
range of intermolecular configurations in water. It 
follows that effective potentials that are used to 
simulate water ought to be tested on the many 
phases of ice before being treated as serious 
representations of liquid water...”

Sanchez & FP, to be submitted

Whalley, J. Chem. Phys. 81, 4087 (1984)

15 different phases



Ice Phases: Binding Energies

Experiment: Whalley, J. Chem. Phys. 81, 4087 (1984) 

QMC and DFT:  Santra, Klimeš, Alfè, Tkatchenko, Slater, Michaelides, Car & Scheffler, Phys. Rev. Lett. 107, 185701 (2011)

Sanchez & FP, to be submitted
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Figure 1. Vibrational spectra of liquid water, H,160, at 298 K. (a) Infrared spectrum plotted from the data of Downing and Williams;2' (b) 
Raman spectrum plotted as R2(w) II; (c) Raman spectrum plotted as R2(w), ;  (d) Raman spectrum plotted as R2(w), .  

intensities for H,O and D,O were measured relative to 
the CH stretching bands of propan-1-01 in 5.00 mol-% 
solutions of propan-1-01 in H,O and D,O. 

Raman spectra were obtained with a Coderg PHO 
spectrophotometer after sample excitation with a 
Control Laser Model 552A argon ion laser. The usual 
90 O scattering geometry was employed with the incident 
light vertically polarized and the scattered light 
analyzed with Polaroid film to give the Z,,[x(zz)y] and 
I ,[x(zx)y] scattering geometries. A quarter-wave plate 
before the entrance slit served to compensate for the 
grating polarization preference. Raman wavenumber 
calibration was achieved with the plasma lines of the 
laser, but when required a narrow-bandpass interference 
filter was used to remove the unwanted plasma lines. 
The laser power at the sample was about 400-600 mW. 

The slit widths of the double monochromator were set 
at 2 cm-'. The PMT was cooled to -20°C and the 
signals collected via photon counting. The scan rate was 
50 cm-' min-' and the total counts were collected for 
the time interval that corresponded to a 0.5 or 1.0 cm-' 
spectral interval. Multiple spectra were collected and 
the digital output was stored on the Memorial Uni- 
versity VAX 11/780 computer. Spectra were signal aver- 
aged, and smoothed once or twice with a 
Savitsky-Golay three-point smoothing function. A 
baseline program was applied which corrected the mea- 
sured intensity Z(w) for the fourth power scattering 
factor and set the lowest point as 0.0 and the highest 
point as 999.0 on a relative intensity scale. This normal- 
ized I(w) spectrum should be independent of excitation 
frequency but must be further normalized to account 

exp. 
MB-pol

Medders & FP, J. Chem. Theory Comput., in press. DOI: 10.1021/ct501131j



Potential energy functions and simulation approaches that: 
• are easily computable and implementable 

• accurately represent both molecular interactions and dynamics 

• are transferable across different phases 

• are predictive 

• enable direct comparisons with molecular-level experiments 
1) Can such a simulation approach exist?   

2) If it exists, what does it require? 

3) Can it be used for complex systems?

http://paesanigroup.ucsd.edu

Conclusions

Yes! MB-nrg provides a rigorous and systematically improvable framework.  
Other approaches may exist as well.

✔

✔

✔

✔

✔
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An accurate description of many-body effects. Empirical potentials are likely too 
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1) Can such a simulation approach exist?   

2) If it exists, what does it require? 

3) Can it be used for complex systems?

Yes! MB-nrg provides a rigorous and systematically improvable framework.  
Other approaches may exist as well.

Yes! It will likely require a “community effort” and synergistic collaborations with 
computer scientists.

An accurate description of many-body effects. Empirical potentials are likely too 
simplistic. DFT needs to be systematically and rigorously benchmarked. 

Potential energy functions and simulation approaches that: 
• are easily computable and implementable 

• accurately represent both molecular interactions and dynamics 

• are transferable across different phases 

• are predictive 

• enable direct comparisons with molecular-level experiments 

✔

✔

✔

✔

✔
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Conclusions

and statisticians.



Looking Forward...

http://paesanigroup.ucsd.edu
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ion solvation and pH: 
bulk vs. interfaces

with Bajaj & Arismendi

Active region 

Transition 
region Environment region 

chemical reactions: 
bulk vs. interfaces

with Riera-Riambau & Götz

t1 t2 t3

ka kb kc

ks

multidimensional 
vibrational spectroscopy

collaboration with: Tokmakoff (Chicago) & Benderskii (USC) 

MB-MD as a new framework  
for molecular simulations

with Zonca & Sinkovits (SDSC), work in progress


