-‘Poor understanding of what can be done to process high
dimensional data .

- Empirical Data (sets in high d ) used to do prediction or
estimation are not rich enough,and need to be modeled .

‘We don’t have quantitative methods to build dimensional
nonparametric models ,algorithms like neural nets or self
organizing maps might work in practice but are nor supported
by estimation.

‘No effective algorithms to approximate function in high
dimensions ,all are exponential in the dimension.

- The main tool for dimensional reduction in linear problems 1
the Singular Value Decomposition,it allows effective rank
computations , but is not coupled generally to FFT type fast
algorithms. Nothing like this exists for nonlinear maps.
-Localization of SVD can lead to fast effective algorithms




A multiscale approximation of a set in the plane (P.Jones)
The max of ratios between the side of a square and the sum
of deviations on all subsquares controls the bi Lipshitz
constant of a one dimensional parametrization of most of
the set



A data driven binary transcription of a set



Acoustic scattering off object requires detailed effective
Field interactions between regions on boundary.

The first approximation is given by geometric optics ,or Billiards and i
Obtained automatically through orchestration.



Acoustic scattering matrix off an ellipse ,while dense ,the
number of parameters (features) needed to describe it is
small.each box encapsulates geometric optics interaction.
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The same
analysis

could be otained
by local SVD
analysis to track
rank of
interactions

The rank is one
at the geometric
optic level



BASES OF FUNCTIONS

1. EXPRESS ALL FUNCTIONS AS SUMS OF
(COEFFICIENTS TIMES) BASIS
FUNCTIONS

2. ANALYSIS: THROW OUT SOME
COEFFICIENTS (COMPRESSION)

3.SYNTHESIS: GENERATE FUNCTIONS
(SIGNALS) BY GENERATING
COEFFICIENTS

DATA SETS ARE DIFFERENT:

NOT FUNCTIONS (PROBABILITY
DISTRIBUTIONS)

LIVE IN HIGHER DIMENSIONAL SPACES

BASIS FUNCTIONS DON'T HAVE
IMMEDIATE ANALOGUE

SIMILARITIES:
STUDY BY PROJECTING ONTO LOW
DIMENSIONAL SPACES






DICTIONARY

wavelets o g numbers

a; for function f 'BQj,k for set K

~analysis and synthesis | analysis and synthesis
of the function f of curve I D K

1£112 = T lajl? (M) ~ 283 - 1Q)

square function

Wy ()2 | J (z)
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KDI Meeting 10/99

Peter Jones, Rectifiable Sets and Travelling
Salesman Problem

on Uniformly Rectifiable Sets

l Question I

S C [0,1]? - is S a subset of rectifiable curve?

/l I1.2 Anisotropy Scaling Analysis I\

Guy David and Stephen Semmes, Analysis of and

where () is a dyadic square.

-

B(S,Q) = Thick(S,Q)/4(Q)

lAnalysis Tool: Multiscale Thickness'

Thick(S, Q) = Width of Thinnest StripS N 3Q
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KDI Meeting 10/99

Points of S Q

» | Thinnest
Strip
Containing

S Q

Thick(S,Q)I .

Jones Travelling Salesman Theorem. There exists
a finite-length curve I' containing S if and only if

> BS,Q)/4Q) < 0
Q

I.E. the set is anisotropically “thin” at most
scales and locations.

4 N

" ‘ Y,
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KDI Meeting 10/99

( lEmplrlcal Thickness Analy51sI

I(i1,12) black-or-white pixel-level image
B(I,Q) = Thick({I =1},Q)/4(Q)

Relation to Wedgelets:

If two disjoint wedgelets w;, wo associated to a
square () each contain zero mass, they define a
complementary strip Strip(w, ws)

w]

w2

Definition. Thick({I = 1}, Q) is thinnest of all

Qlch strips.

\

/
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. ONE-DIMENSIONAL
GEOMETRIC TRANSCRIPTIONS

Consider a data set K C R"

8 number for a cube Q

Lg = best [y approximating line for K NQ

__lp-average distance of KN Q from Lg

Bo =

I(Q)
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d-DIMENSIONAL
GEOMETRIC TRANSCRIPTIONS

S number for a cube Q

Dg = best l5 approximating d-plane for KN

3 - l>-average distance of KN Q from Dg
A 1(Q) ‘

® Bgis determined by the singular values of
the data matrix.
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THE COMPUTATION OF fq
o Let N=|KNAQ|.

J Let A be an N xn matrix whose rows are
the points of K N Q.

e T he axes of the ellipsoid are the singular
vectors of A.

° ﬂQ is determined by the singular values of
A.

¢ Bg is computed in O(n?-N+n>) operations.

10



JONES’' FUNCTION FOR
A DYADIC GRID

J(2) =365,
J

Q; . dyadic cube containing z, 1(Q;) = 2—J .

\

point x
T
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J(z) =355,
| J
Q; : dyadic cube containing z, I(Q;) = 27/
J(x) measures rectifiability of K around x:
If J(z) < M for all z € K, then a portion of

K is contained in a curve, whose length is

controlled by M.



PRO"B'l._EM:

Approximate K C R"™ by curves

APPROACH:

Approximation by lines at different scales
8 number of a cube Q:

Lg = best i approximating line for K N3Q

__lp-average distance of KN3Q from Lg

IB —
? JI(Q)




DESCRIPTION OF THE ALGORITHM

One-stage algorithm for a set K:
1. Compute J(z) for all z € K.

2. Find M = maxJ(z)
TEK

= minJ
m min (z)

3. Construct Kg ={z|m<J(z)< m-I27M }

Ky ={2| 2% <J@) <M}

Multistage algorithm:

Apply repeatedly the one-stage algorithm to
K, Ko, K1, ...

16






A_number for a cube Q:

o = smallest width of a strip containing KN
< I(Q) |

Theorem (P. W. Jones, 1990)

Let K be a subset of RR. K is contained
in a curve with finite length <= diam(K) and

> 63 - 1(Q) are finite.
Moreover, the length of the shortest curve

containing K is comparable to

diam(K) + £ 63 - U(Q). (g=f)
Theorem (C. Bishop, P. W. Jones‘,“19‘90)

If K is a bounded set in R® and if J(z) £ M
for all z € K, then K is contained in a curve
of length not exceeding cje2Mdiam(K).
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Th. (TJ Lcmmm)
4 Co, C4 Cwniuu’sn/)
st if we set

T(x)= Swng'p‘(ag S

then o “good"  P- Dim
”QO'{oIJ)“ S s.#

) Area, (S) = <, T(p)'"

-1
) p(S) 2L T(#
& Ever:)'f'b;ﬂj Sharp

T+ we replace Cy by
c <<1 and I'c:‘2 (r) < C,
No Conclusion Possible ’/
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L cng-l—k Must Grow
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