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• Topological information discriminates well across individuals

• Mesoscale markers (scaffold) incredibly powerful to discriminate

• Related to local HOI info-theory, but not sufficient to explain

• “Long” timescales (at least 100TRs fMRI)

Summing up  
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Figure 2. Global and local higher-order indicators distinguish the dynamical regimes of coupled chaotic maps.
(a) We report the temporal evolution of the hyper coherence indicator for multivariate time series with N = 119 nodes and
T = 1200, obtained by concatenating five di↵erent CML regimes with fixed time length L = 240. Namely, Fully Developed
Turbulence (FDT) at " = 0.05, Pattern Selection (PS) at " = 0.12, Spatiotemporal Intermittency II (STI) at " = 0.3, Brownian
motion with Defects (BMWD) at " = 0.08, and Defect Turbulence (DT) at " = 0.068. (b) Notably, when projecting the
list of violating triangles �v as a weighted graph (see Methods for the definition of downward projections), the edge weight
distribution P (wij) reflects the nature of the di↵erent dynamical regimes. In particular, the modular structure identified by
the Louvain method [63] is stable across time points for synchronized regimes, as confirmed by the ECS values [64]. (c) We
plot the temporal evolution of the hyper complexity indicator and the (d) distribution of weights P (w̄ij) of the homological
sca↵old constructed from the persistent homology generators of H1 [11]. For the sake of comparison, we also report in panels
(a,c) the same indicators for a null model obtained when independently reshu✏ing the multivariate time series (grey curve).
Shaded regions and error bars represent standard deviations across 100 independent realizations.

the performance of our topological indicators, we show
here that hyper coherence and hyper complexity eas-
ily distinguish di↵erent dynamical regimes generated
by canonical models of spatiotemporal chaos. As a
case study, we consider di↵usively coupled map lattices
(CMLs) [65], which are high-dimensional dynamical sys-
tems defined on discrete time and space, with continuous
state variables. CMLs are broadly used to model com-
plex spatiotemporal dynamics in several di↵erent fields

including biology [66], and finance [67, 68]. In particu-
lar, we consider a ring lattice withN sites, and we assume
that the dynamical evolution of the system of the state
xi of each site i is the result of two di↵erent competing
dynamics: an internal chaotic dynamic, and an exter-
nal di↵usive coupling dynamic among the first nearest-
neighbour sites. Their dynamics can be expressed as

xi(t+ 1) = (1� ")f [xi(t)] +
"

2
(f [xj�1 (t)] + f [xj+1(t)])

Hypercoherence: 
Fraction of violating triangles

Triangle projection: 
Project triangles on edges and count 

Total persistent complexity 

Scaffold weight distribution

Santoro, A., Battiston, F., Petri, G. and Amico, E., 
2023. Higher-order organization of multivariate time 

series. Nature Physics, pp.1-9.



Temporal topology

31

4

Figure 2. Global and local higher-order indicators distinguish the dynamical regimes of coupled chaotic maps.
(a) We report the temporal evolution of the hyper coherence indicator for multivariate time series with N = 119 nodes and
T = 1200, obtained by concatenating five di↵erent CML regimes with fixed time length L = 240. Namely, Fully Developed
Turbulence (FDT) at " = 0.05, Pattern Selection (PS) at " = 0.12, Spatiotemporal Intermittency II (STI) at " = 0.3, Brownian
motion with Defects (BMWD) at " = 0.08, and Defect Turbulence (DT) at " = 0.068. (b) Notably, when projecting the
list of violating triangles �v as a weighted graph (see Methods for the definition of downward projections), the edge weight
distribution P (wij) reflects the nature of the di↵erent dynamical regimes. In particular, the modular structure identified by
the Louvain method [63] is stable across time points for synchronized regimes, as confirmed by the ECS values [64]. (c) We
plot the temporal evolution of the hyper complexity indicator and the (d) distribution of weights P (w̄ij) of the homological
sca↵old constructed from the persistent homology generators of H1 [11]. For the sake of comparison, we also report in panels
(a,c) the same indicators for a null model obtained when independently reshu✏ing the multivariate time series (grey curve).
Shaded regions and error bars represent standard deviations across 100 independent realizations.

the performance of our topological indicators, we show
here that hyper coherence and hyper complexity eas-
ily distinguish di↵erent dynamical regimes generated
by canonical models of spatiotemporal chaos. As a
case study, we consider di↵usively coupled map lattices
(CMLs) [65], which are high-dimensional dynamical sys-
tems defined on discrete time and space, with continuous
state variables. CMLs are broadly used to model com-
plex spatiotemporal dynamics in several di↵erent fields

including biology [66], and finance [67, 68]. In particu-
lar, we consider a ring lattice withN sites, and we assume
that the dynamical evolution of the system of the state
xi of each site i is the result of two di↵erent competing
dynamics: an internal chaotic dynamic, and an exter-
nal di↵usive coupling dynamic among the first nearest-
neighbour sites. Their dynamics can be expressed as

xi(t+ 1) = (1� ")f [xi(t)] +
"

2
(f [xj�1 (t)] + f [xj+1(t)])

Hypercoherence: 
Fraction of violating triangles

Triangle projection: 
Project triangles on edges and count 

Total persistent complexity 

Scaffold weight distribution

Santoro, A., Battiston, F., Petri, G. and Amico, E., 
2023. Higher-order organization of multivariate time 

series. Nature Physics, pp.1-9.



Temporal topology

31

4

Figure 2. Global and local higher-order indicators distinguish the dynamical regimes of coupled chaotic maps.
(a) We report the temporal evolution of the hyper coherence indicator for multivariate time series with N = 119 nodes and
T = 1200, obtained by concatenating five di↵erent CML regimes with fixed time length L = 240. Namely, Fully Developed
Turbulence (FDT) at " = 0.05, Pattern Selection (PS) at " = 0.12, Spatiotemporal Intermittency II (STI) at " = 0.3, Brownian
motion with Defects (BMWD) at " = 0.08, and Defect Turbulence (DT) at " = 0.068. (b) Notably, when projecting the
list of violating triangles �v as a weighted graph (see Methods for the definition of downward projections), the edge weight
distribution P (wij) reflects the nature of the di↵erent dynamical regimes. In particular, the modular structure identified by
the Louvain method [63] is stable across time points for synchronized regimes, as confirmed by the ECS values [64]. (c) We
plot the temporal evolution of the hyper complexity indicator and the (d) distribution of weights P (w̄ij) of the homological
sca↵old constructed from the persistent homology generators of H1 [11]. For the sake of comparison, we also report in panels
(a,c) the same indicators for a null model obtained when independently reshu✏ing the multivariate time series (grey curve).
Shaded regions and error bars represent standard deviations across 100 independent realizations.

the performance of our topological indicators, we show
here that hyper coherence and hyper complexity eas-
ily distinguish di↵erent dynamical regimes generated
by canonical models of spatiotemporal chaos. As a
case study, we consider di↵usively coupled map lattices
(CMLs) [65], which are high-dimensional dynamical sys-
tems defined on discrete time and space, with continuous
state variables. CMLs are broadly used to model com-
plex spatiotemporal dynamics in several di↵erent fields

including biology [66], and finance [67, 68]. In particu-
lar, we consider a ring lattice withN sites, and we assume
that the dynamical evolution of the system of the state
xi of each site i is the result of two di↵erent competing
dynamics: an internal chaotic dynamic, and an exter-
nal di↵usive coupling dynamic among the first nearest-
neighbour sites. Their dynamics can be expressed as

xi(t+ 1) = (1� ")f [xi(t)] +
"

2
(f [xj�1 (t)] + f [xj+1(t)])

Hypercoherence: 
Fraction of violating triangles

Triangle projection: 
Project triangles on edges and count 

Total persistent complexity 

Scaffold weight distribution

Santoro, A., Battiston, F., Petri, G. and Amico, E., 
2023. Higher-order organization of multivariate time 

series. Nature Physics, pp.1-9.



Temporal topology

31

4

Figure 2. Global and local higher-order indicators distinguish the dynamical regimes of coupled chaotic maps.
(a) We report the temporal evolution of the hyper coherence indicator for multivariate time series with N = 119 nodes and
T = 1200, obtained by concatenating five di↵erent CML regimes with fixed time length L = 240. Namely, Fully Developed
Turbulence (FDT) at " = 0.05, Pattern Selection (PS) at " = 0.12, Spatiotemporal Intermittency II (STI) at " = 0.3, Brownian
motion with Defects (BMWD) at " = 0.08, and Defect Turbulence (DT) at " = 0.068. (b) Notably, when projecting the
list of violating triangles �v as a weighted graph (see Methods for the definition of downward projections), the edge weight
distribution P (wij) reflects the nature of the di↵erent dynamical regimes. In particular, the modular structure identified by
the Louvain method [63] is stable across time points for synchronized regimes, as confirmed by the ECS values [64]. (c) We
plot the temporal evolution of the hyper complexity indicator and the (d) distribution of weights P (w̄ij) of the homological
sca↵old constructed from the persistent homology generators of H1 [11]. For the sake of comparison, we also report in panels
(a,c) the same indicators for a null model obtained when independently reshu✏ing the multivariate time series (grey curve).
Shaded regions and error bars represent standard deviations across 100 independent realizations.

the performance of our topological indicators, we show
here that hyper coherence and hyper complexity eas-
ily distinguish di↵erent dynamical regimes generated
by canonical models of spatiotemporal chaos. As a
case study, we consider di↵usively coupled map lattices
(CMLs) [65], which are high-dimensional dynamical sys-
tems defined on discrete time and space, with continuous
state variables. CMLs are broadly used to model com-
plex spatiotemporal dynamics in several di↵erent fields

including biology [66], and finance [67, 68]. In particu-
lar, we consider a ring lattice withN sites, and we assume
that the dynamical evolution of the system of the state
xi of each site i is the result of two di↵erent competing
dynamics: an internal chaotic dynamic, and an exter-
nal di↵usive coupling dynamic among the first nearest-
neighbour sites. Their dynamics can be expressed as

xi(t+ 1) = (1� ")f [xi(t)] +
"

2
(f [xj�1 (t)] + f [xj+1(t)])

Hypercoherence: 
Fraction of violating triangles

Triangle projection: 
Project triangles on edges and count 

Total persistent complexity 

Scaffold weight distribution

Santoro, A., Battiston, F., Petri, G. and Amico, E., 
2023. Higher-order organization of multivariate time 

series. Nature Physics, pp.1-9.



Temporal topology

32

7

Figure 3. Higher-order indicators for real-world multivariate time series. (a) Violin plots showing the distribution of
hyper coherence for three real-world datasets, namely, resting-state fMRI data (N=119 brain regions), financial prices of 119
assets in NYSE, and the US historical data of several infectious diseases at the US state-level (N=50). The real distributions
are compared against the five CML dynamical regimes, as well as the corresponding null models obtained when independently
reshu✏ing synthetic and real-world multivariate time series. Note how the distributions of the three real-world datasets
employed exhibit noticeable di↵erences in their profile, yet always statistically distinct from the corresponding null models. (b)
Two-dimensional histogram of the di↵erent contributions associated with 1D cycles in the landscape of coherent and decoherent
co-fluctuations. Here, the position of each point in the triangle is determined by the three di↵erent contributions associated
with the 1D cycles. For example, a point would be at the centre of the triangle if the hyper complexity indicator splits into three
equal contributions of Full Coherence (FC), Coherence Transition (CT), and Full Decoherence (FD), while a corner position is
reserved for points whose mainly contributions come either from FC, CT, or FD.

angles �v, yet aggregated at the level of industrial sec-
tors, for the financial time series. The highest values
capture the onset of the major periods of financial in-
stability (2002, corresponding to the market downturn,
and 2007–2008, corresponding to the great recession that
took place as a consequence of the subprime mortgage
crisis), which are characterized by an increased synchro-
nization of stock prices, which clearly distinguishes them
from the unsynchronized intervals 2002–2007 and 2013-
2018, which in turn corresponds to a more stable period
of the economy.

Similar analyses can be produced by focusing on the
hyper complexity indicator and the nodal strength of the
homological sca↵old constructed from the persistent ho-
mology generators of H1 (see Methods for details). In
particular, Fig. 4c depicts the brain map obtained when
isolating the 15% low-hyper complexity frames, which,
as previously shown, are the ones associated with a more
synchronized dynamical phase. Here, the highest abso-
lute values are the ones associated with the Default Mode

Network (DMN), which is known to be the most active
network during wakeful rest [85, 86].

By contrast, for the financial time series in Fig. 4d, the
temporal evolution of the nodal strength of the homo-
logical sca↵old provides fine details on the downturns of
certain economic sectors. For instance, consumer goods,
basic materials, as well as oil and gas, are the main sec-
tors a↵ected by the great recession of 2007.

Finally, by analysing the historical data of epidemic
outbreaks in the US, we show that the temporal evolution
of the higher-order measures (i.e. hyper coherence, the
three contributions of hyper complexity, and the average
edge violations; see Methods for definition) can be used
to classify di↵erent infectious diseases. In particular, a
support vector machine (SVM) classifier reports a high
accuracy level, i.e. around 85 %, using a 10-fold cross-
validation setting repeated 50 times (for a comparison
between classifiers see SI Table S1). To provide a more
intuitive representation of this result, we report in Fig. 4e
a planar embedding of the historical data of epidemic out-
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Figure 4. Projection of higher-order measures provides local information. The nodal strength extracted from the
violating triangles �v can be used to track the importance of higher-order structures in time. (a) Brain map of the nodes
involved in higher-order co-fluctuations obtained when isolating the top 15% coherent frames, which are the ones associated
with a more synchronized dynamics during rest. (b) The temporal evolution of the nodal strength of violating triangles �v at
the level of industrial sectors discriminates crises from periods of financial stability. (c) The brain map obtained when selecting
the 15% low-hyper complexity frames reveals the activation of the Default Mode Network. (d) The temporal evolution of the
nodal strength of the homological sca↵old provides finer details on the downturns of certain economic sectors. Note that, from a
topological perspective, the nodal strength extracted from the homological sca↵old provides information about 1D loops in the
space of co-fluctuations. (e) Finally, a planar embedding of the historical data of epidemic outbreaks can be obtained through
t-SNE nonlinear dimensionality reduction when considering as features the higher-order indicators, such as hyper coherence,
the three contributes of hyper complexity, and the average edge violation (see Method for definition). As inset plots, we report
the nodal strength of the violating triangles �v at the US-state level when selecting the 15% high-coherent frames. Remarkably,
the spatiotemporal evolution of the outbreaks is di↵erent across states and diseases.

breaks obtained using the t-SNE nonlinear dimension-
ality reduction method. Note that nonlinear methods,
such as t-SNE, allow to preserve the “local” structure in
the original high-dimensional space after projection into
the low-dimensional space, which is typically not possi-
ble with linear methods like PCA or MDS [87]. In this
space, we observe that diseases of di↵erent kinds cluster
together to a great extent, somehow reflecting the unique
spatiotemporal evolution of the outbreaks, which are in-
deed captured by the SVM classifier. At the same time,
similarities between diseases can be observed. This is the
case for sexually transmitted diseases, such as gonorrhea
and chlamydia, which are mostly overlapping in the pla-
nar embedding. As inset plots, we also report the map at
the US-state level obtained when selecting the 15% high-
coherent frames and considering the nodal strength of the
violating triangles �v. Summarising, we find that the
topological invariants obtained from the spatiotemporal
evolution of the outbreaks are di↵erent across diseases,
reflecting the unique “higher-order” spreading features of
each disease.

DISCUSSION

Inferring the dynamics of higher-order structures in
multivariate time series is of utmost importance in many
complex systems, from epidemiological to financial and
biological systems. However, direct higher-order network
measurements are often inaccessible [18]. As a matter of
fact, the vast majority of complex spatiotemporal activ-
ity patterns commonly found in real-world systems are
typically recorded at a nodal level, rather than directly
measured at the level of edges or groups. The higher-
order approach introduced in this work provides the first
powerful and alternative method to dynamically recon-
struct higher-order interactions from multivariate time
series.

As a starting benchmark, we have first validated our
method against signals whose underlying dynamics is
well known. In particular, the global higher-order in-
dicators presented in this work, di↵erently from other
lower-order statistics [51] (see also SI Fig. S3), are able
to robustly distinguish several dynamical phases in high-
dimensional coupled chaotic maps. At a more local level,
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Table S1. Comparison of classifier scores. We report the average accuracy and F1 weighted scores for the classification of
the US historical data of several infectious diseases at the US state-level. We consider hyper coherence, avg. edge violations,
and the three di↵erent contributes of hyper complexity as features for our classification task. The classifiers considered are:
Gaussian naive Bayes (Gaussian NB), SVM using a Gaussian radial basis function as kernel (RBF SVM), Decision Tree, random
decision forest (Random Forest), and k-nearest neighbors algorithm (k-NN, with k=5).
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Figure 4. Projection of higher-order measures provides local information. The nodal strength extracted from the
violating triangles �v can be used to track the importance of higher-order structures in time. (a) Brain map of the nodes
involved in higher-order co-fluctuations obtained when isolating the top 15% coherent frames, which are the ones associated
with a more synchronized dynamics during rest. (b) The temporal evolution of the nodal strength of violating triangles �v at
the level of industrial sectors discriminates crises from periods of financial stability. (c) The brain map obtained when selecting
the 15% low-hyper complexity frames reveals the activation of the Default Mode Network. (d) The temporal evolution of the
nodal strength of the homological sca↵old provides finer details on the downturns of certain economic sectors. Note that, from a
topological perspective, the nodal strength extracted from the homological sca↵old provides information about 1D loops in the
space of co-fluctuations. (e) Finally, a planar embedding of the historical data of epidemic outbreaks can be obtained through
t-SNE nonlinear dimensionality reduction when considering as features the higher-order indicators, such as hyper coherence,
the three contributes of hyper complexity, and the average edge violation (see Method for definition). As inset plots, we report
the nodal strength of the violating triangles �v at the US-state level when selecting the 15% high-coherent frames. Remarkably,
the spatiotemporal evolution of the outbreaks is di↵erent across states and diseases.

breaks obtained using the t-SNE nonlinear dimension-
ality reduction method. Note that nonlinear methods,
such as t-SNE, allow to preserve the “local” structure in
the original high-dimensional space after projection into
the low-dimensional space, which is typically not possi-
ble with linear methods like PCA or MDS [87]. In this
space, we observe that diseases of di↵erent kinds cluster
together to a great extent, somehow reflecting the unique
spatiotemporal evolution of the outbreaks, which are in-
deed captured by the SVM classifier. At the same time,
similarities between diseases can be observed. This is the
case for sexually transmitted diseases, such as gonorrhea
and chlamydia, which are mostly overlapping in the pla-
nar embedding. As inset plots, we also report the map at
the US-state level obtained when selecting the 15% high-
coherent frames and considering the nodal strength of the
violating triangles �v. Summarising, we find that the
topological invariants obtained from the spatiotemporal
evolution of the outbreaks are di↵erent across diseases,
reflecting the unique “higher-order” spreading features of
each disease.

DISCUSSION

Inferring the dynamics of higher-order structures in
multivariate time series is of utmost importance in many
complex systems, from epidemiological to financial and
biological systems. However, direct higher-order network
measurements are often inaccessible [18]. As a matter of
fact, the vast majority of complex spatiotemporal activ-
ity patterns commonly found in real-world systems are
typically recorded at a nodal level, rather than directly
measured at the level of edges or groups. The higher-
order approach introduced in this work provides the first
powerful and alternative method to dynamically recon-
struct higher-order interactions from multivariate time
series.

As a starting benchmark, we have first validated our
method against signals whose underlying dynamics is
well known. In particular, the global higher-order in-
dicators presented in this work, di↵erently from other
lower-order statistics [51] (see also SI Fig. S3), are able
to robustly distinguish several dynamical phases in high-
dimensional coupled chaotic maps. At a more local level,
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Gaussian naive Bayes (Gaussian NB), SVM using a Gaussian radial basis function as kernel (RBF SVM), Decision Tree, random
decision forest (Random Forest), and k-nearest neighbors algorithm (k-NN, with k=5).

algorithm (k-NN, with k=5). Remarkably, the RBF SVM method, together with Random Forest, leads the pack with
the highest accuracy of 0.85. All the analysis reported were obtained using the scikit-learn 1.0.2 python library.

[1] Carriere, M., Cuturi, M. & Oudot, S. Sliced wasserstein kernel for persistence diagrams. In International conference on

machine learning, 664–673 (PMLR, 2017).

[2] Kaneko, K. Pattern dynamics in spatiotemporal chaos: Pattern selection, di↵usion of defect and pattern competition

intermettency. Physica D: Nonlinear Phenomena 34, 1–41 (1989).

[3] Kaneko, K. Overview of coupled map lattices. Chaos: An Interdisciplinary Journal of Nonlinear Science 2, 279–282 (1992).

[4] Esfahlani, F. Z. et al. High-amplitude cofluctuations in cortical activity drive functional connectivity. Proceedings of the

National Academy of Sciences 117, 28393–28401 (2020).

[5] Pope, M., Fukushima, M., Betzel, R. F. & Sporns, O. Modular origins of high-amplitude cofluctuations in fine-scale

functional connectivity dynamics. Proceedings of the National Academy of Sciences 118 (2021).

[6] Rosas, F. E., Mediano, P. A., Gastpar, M. & Jensen, H. J. Quantifying high-order interdependencies via multivariate

extensions of the mutual information. Physical Review E 100, 032305 (2019).

[7] Gatica, M. et al. High-order interdependencies in the aging brain. Brain connectivity (2021).

[8] Faskowitz, J., Esfahlani, F. Z., Jo, Y., Sporns, O. & Betzel, R. F. Edge-centric functional network representations of human

cerebral cortex reveal overlapping system-level architecture. Nature neuroscience 23, 1644–1654 (2020).



Aside: disease classification

33

8

Figure 4. Projection of higher-order measures provides local information. The nodal strength extracted from the
violating triangles �v can be used to track the importance of higher-order structures in time. (a) Brain map of the nodes
involved in higher-order co-fluctuations obtained when isolating the top 15% coherent frames, which are the ones associated
with a more synchronized dynamics during rest. (b) The temporal evolution of the nodal strength of violating triangles �v at
the level of industrial sectors discriminates crises from periods of financial stability. (c) The brain map obtained when selecting
the 15% low-hyper complexity frames reveals the activation of the Default Mode Network. (d) The temporal evolution of the
nodal strength of the homological sca↵old provides finer details on the downturns of certain economic sectors. Note that, from a
topological perspective, the nodal strength extracted from the homological sca↵old provides information about 1D loops in the
space of co-fluctuations. (e) Finally, a planar embedding of the historical data of epidemic outbreaks can be obtained through
t-SNE nonlinear dimensionality reduction when considering as features the higher-order indicators, such as hyper coherence,
the three contributes of hyper complexity, and the average edge violation (see Method for definition). As inset plots, we report
the nodal strength of the violating triangles �v at the US-state level when selecting the 15% high-coherent frames. Remarkably,
the spatiotemporal evolution of the outbreaks is di↵erent across states and diseases.

breaks obtained using the t-SNE nonlinear dimension-
ality reduction method. Note that nonlinear methods,
such as t-SNE, allow to preserve the “local” structure in
the original high-dimensional space after projection into
the low-dimensional space, which is typically not possi-
ble with linear methods like PCA or MDS [87]. In this
space, we observe that diseases of di↵erent kinds cluster
together to a great extent, somehow reflecting the unique
spatiotemporal evolution of the outbreaks, which are in-
deed captured by the SVM classifier. At the same time,
similarities between diseases can be observed. This is the
case for sexually transmitted diseases, such as gonorrhea
and chlamydia, which are mostly overlapping in the pla-
nar embedding. As inset plots, we also report the map at
the US-state level obtained when selecting the 15% high-
coherent frames and considering the nodal strength of the
violating triangles �v. Summarising, we find that the
topological invariants obtained from the spatiotemporal
evolution of the outbreaks are di↵erent across diseases,
reflecting the unique “higher-order” spreading features of
each disease.

DISCUSSION

Inferring the dynamics of higher-order structures in
multivariate time series is of utmost importance in many
complex systems, from epidemiological to financial and
biological systems. However, direct higher-order network
measurements are often inaccessible [18]. As a matter of
fact, the vast majority of complex spatiotemporal activ-
ity patterns commonly found in real-world systems are
typically recorded at a nodal level, rather than directly
measured at the level of edges or groups. The higher-
order approach introduced in this work provides the first
powerful and alternative method to dynamically recon-
struct higher-order interactions from multivariate time
series.

As a starting benchmark, we have first validated our
method against signals whose underlying dynamics is
well known. In particular, the global higher-order in-
dicators presented in this work, di↵erently from other
lower-order statistics [51] (see also SI Fig. S3), are able
to robustly distinguish several dynamical phases in high-
dimensional coupled chaotic maps. At a more local level,
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Table S1. Comparison of classifier scores. We report the average accuracy and F1 weighted scores for the classification of
the US historical data of several infectious diseases at the US state-level. We consider hyper coherence, avg. edge violations,
and the three di↵erent contributes of hyper complexity as features for our classification task. The classifiers considered are:
Gaussian naive Bayes (Gaussian NB), SVM using a Gaussian radial basis function as kernel (RBF SVM), Decision Tree, random
decision forest (Random Forest), and k-nearest neighbors algorithm (k-NN, with k=5).
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Figure 4. Projection of higher-order measures provides local information. The nodal strength extracted from the
violating triangles �v can be used to track the importance of higher-order structures in time. (a) Brain map of the nodes
involved in higher-order co-fluctuations obtained when isolating the top 15% coherent frames, which are the ones associated
with a more synchronized dynamics during rest. (b) The temporal evolution of the nodal strength of violating triangles �v at
the level of industrial sectors discriminates crises from periods of financial stability. (c) The brain map obtained when selecting
the 15% low-hyper complexity frames reveals the activation of the Default Mode Network. (d) The temporal evolution of the
nodal strength of the homological sca↵old provides finer details on the downturns of certain economic sectors. Note that, from a
topological perspective, the nodal strength extracted from the homological sca↵old provides information about 1D loops in the
space of co-fluctuations. (e) Finally, a planar embedding of the historical data of epidemic outbreaks can be obtained through
t-SNE nonlinear dimensionality reduction when considering as features the higher-order indicators, such as hyper coherence,
the three contributes of hyper complexity, and the average edge violation (see Method for definition). As inset plots, we report
the nodal strength of the violating triangles �v at the US-state level when selecting the 15% high-coherent frames. Remarkably,
the spatiotemporal evolution of the outbreaks is di↵erent across states and diseases.

breaks obtained using the t-SNE nonlinear dimension-
ality reduction method. Note that nonlinear methods,
such as t-SNE, allow to preserve the “local” structure in
the original high-dimensional space after projection into
the low-dimensional space, which is typically not possi-
ble with linear methods like PCA or MDS [87]. In this
space, we observe that diseases of di↵erent kinds cluster
together to a great extent, somehow reflecting the unique
spatiotemporal evolution of the outbreaks, which are in-
deed captured by the SVM classifier. At the same time,
similarities between diseases can be observed. This is the
case for sexually transmitted diseases, such as gonorrhea
and chlamydia, which are mostly overlapping in the pla-
nar embedding. As inset plots, we also report the map at
the US-state level obtained when selecting the 15% high-
coherent frames and considering the nodal strength of the
violating triangles �v. Summarising, we find that the
topological invariants obtained from the spatiotemporal
evolution of the outbreaks are di↵erent across diseases,
reflecting the unique “higher-order” spreading features of
each disease.

DISCUSSION

Inferring the dynamics of higher-order structures in
multivariate time series is of utmost importance in many
complex systems, from epidemiological to financial and
biological systems. However, direct higher-order network
measurements are often inaccessible [18]. As a matter of
fact, the vast majority of complex spatiotemporal activ-
ity patterns commonly found in real-world systems are
typically recorded at a nodal level, rather than directly
measured at the level of edges or groups. The higher-
order approach introduced in this work provides the first
powerful and alternative method to dynamically recon-
struct higher-order interactions from multivariate time
series.

As a starting benchmark, we have first validated our
method against signals whose underlying dynamics is
well known. In particular, the global higher-order in-
dicators presented in this work, di↵erently from other
lower-order statistics [51] (see also SI Fig. S3), are able
to robustly distinguish several dynamical phases in high-
dimensional coupled chaotic maps. At a more local level,
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Table S1. Comparison of classifier scores. We report the average accuracy and F1 weighted scores for the classification of
the US historical data of several infectious diseases at the US state-level. We consider hyper coherence, avg. edge violations,
and the three di↵erent contributes of hyper complexity as features for our classification task. The classifiers considered are:
Gaussian naive Bayes (Gaussian NB), SVM using a Gaussian radial basis function as kernel (RBF SVM), Decision Tree, random
decision forest (Random Forest), and k-nearest neighbors algorithm (k-NN, with k=5).
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Figure 4. Projection of higher-order measures provides local information. The nodal strength extracted from the
violating triangles �v can be used to track the importance of higher-order structures in time. (a) Brain map of the nodes
involved in higher-order co-fluctuations obtained when isolating the top 15% coherent frames, which are the ones associated
with a more synchronized dynamics during rest. (b) The temporal evolution of the nodal strength of violating triangles �v at
the level of industrial sectors discriminates crises from periods of financial stability. (c) The brain map obtained when selecting
the 15% low-hyper complexity frames reveals the activation of the Default Mode Network. (d) The temporal evolution of the
nodal strength of the homological sca↵old provides finer details on the downturns of certain economic sectors. Note that, from a
topological perspective, the nodal strength extracted from the homological sca↵old provides information about 1D loops in the
space of co-fluctuations. (e) Finally, a planar embedding of the historical data of epidemic outbreaks can be obtained through
t-SNE nonlinear dimensionality reduction when considering as features the higher-order indicators, such as hyper coherence,
the three contributes of hyper complexity, and the average edge violation (see Method for definition). As inset plots, we report
the nodal strength of the violating triangles �v at the US-state level when selecting the 15% high-coherent frames. Remarkably,
the spatiotemporal evolution of the outbreaks is di↵erent across states and diseases.

breaks obtained using the t-SNE nonlinear dimension-
ality reduction method. Note that nonlinear methods,
such as t-SNE, allow to preserve the “local” structure in
the original high-dimensional space after projection into
the low-dimensional space, which is typically not possi-
ble with linear methods like PCA or MDS [87]. In this
space, we observe that diseases of di↵erent kinds cluster
together to a great extent, somehow reflecting the unique
spatiotemporal evolution of the outbreaks, which are in-
deed captured by the SVM classifier. At the same time,
similarities between diseases can be observed. This is the
case for sexually transmitted diseases, such as gonorrhea
and chlamydia, which are mostly overlapping in the pla-
nar embedding. As inset plots, we also report the map at
the US-state level obtained when selecting the 15% high-
coherent frames and considering the nodal strength of the
violating triangles �v. Summarising, we find that the
topological invariants obtained from the spatiotemporal
evolution of the outbreaks are di↵erent across diseases,
reflecting the unique “higher-order” spreading features of
each disease.

DISCUSSION

Inferring the dynamics of higher-order structures in
multivariate time series is of utmost importance in many
complex systems, from epidemiological to financial and
biological systems. However, direct higher-order network
measurements are often inaccessible [18]. As a matter of
fact, the vast majority of complex spatiotemporal activ-
ity patterns commonly found in real-world systems are
typically recorded at a nodal level, rather than directly
measured at the level of edges or groups. The higher-
order approach introduced in this work provides the first
powerful and alternative method to dynamically recon-
struct higher-order interactions from multivariate time
series.

As a starting benchmark, we have first validated our
method against signals whose underlying dynamics is
well known. In particular, the global higher-order in-
dicators presented in this work, di↵erently from other
lower-order statistics [51] (see also SI Fig. S3), are able
to robustly distinguish several dynamical phases in high-
dimensional coupled chaotic maps. At a more local level,
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and the three di↵erent contributes of hyper complexity as features for our classification task. The classifiers considered are:
Gaussian naive Bayes (Gaussian NB), SVM using a Gaussian radial basis function as kernel (RBF SVM), Decision Tree, random
decision forest (Random Forest), and k-nearest neighbors algorithm (k-NN, with k=5).
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Figure 4. Projection of higher-order measures provides local information. The nodal strength extracted from the
violating triangles �v can be used to track the importance of higher-order structures in time. (a) Brain map of the nodes
involved in higher-order co-fluctuations obtained when isolating the top 15% coherent frames, which are the ones associated
with a more synchronized dynamics during rest. (b) The temporal evolution of the nodal strength of violating triangles �v at
the level of industrial sectors discriminates crises from periods of financial stability. (c) The brain map obtained when selecting
the 15% low-hyper complexity frames reveals the activation of the Default Mode Network. (d) The temporal evolution of the
nodal strength of the homological sca↵old provides finer details on the downturns of certain economic sectors. Note that, from a
topological perspective, the nodal strength extracted from the homological sca↵old provides information about 1D loops in the
space of co-fluctuations. (e) Finally, a planar embedding of the historical data of epidemic outbreaks can be obtained through
t-SNE nonlinear dimensionality reduction when considering as features the higher-order indicators, such as hyper coherence,
the three contributes of hyper complexity, and the average edge violation (see Method for definition). As inset plots, we report
the nodal strength of the violating triangles �v at the US-state level when selecting the 15% high-coherent frames. Remarkably,
the spatiotemporal evolution of the outbreaks is di↵erent across states and diseases.

breaks obtained using the t-SNE nonlinear dimension-
ality reduction method. Note that nonlinear methods,
such as t-SNE, allow to preserve the “local” structure in
the original high-dimensional space after projection into
the low-dimensional space, which is typically not possi-
ble with linear methods like PCA or MDS [87]. In this
space, we observe that diseases of di↵erent kinds cluster
together to a great extent, somehow reflecting the unique
spatiotemporal evolution of the outbreaks, which are in-
deed captured by the SVM classifier. At the same time,
similarities between diseases can be observed. This is the
case for sexually transmitted diseases, such as gonorrhea
and chlamydia, which are mostly overlapping in the pla-
nar embedding. As inset plots, we also report the map at
the US-state level obtained when selecting the 15% high-
coherent frames and considering the nodal strength of the
violating triangles �v. Summarising, we find that the
topological invariants obtained from the spatiotemporal
evolution of the outbreaks are di↵erent across diseases,
reflecting the unique “higher-order” spreading features of
each disease.

DISCUSSION

Inferring the dynamics of higher-order structures in
multivariate time series is of utmost importance in many
complex systems, from epidemiological to financial and
biological systems. However, direct higher-order network
measurements are often inaccessible [18]. As a matter of
fact, the vast majority of complex spatiotemporal activ-
ity patterns commonly found in real-world systems are
typically recorded at a nodal level, rather than directly
measured at the level of edges or groups. The higher-
order approach introduced in this work provides the first
powerful and alternative method to dynamically recon-
struct higher-order interactions from multivariate time
series.

As a starting benchmark, we have first validated our
method against signals whose underlying dynamics is
well known. In particular, the global higher-order in-
dicators presented in this work, di↵erently from other
lower-order statistics [51] (see also SI Fig. S3), are able
to robustly distinguish several dynamical phases in high-
dimensional coupled chaotic maps. At a more local level,

Embedding vectors for each time-point: 
⃗t = (Hyper-complexity, CC pers, CI pers, II pers, hypercoherence)

What did Covid look like in Italy (trained on US data)

Lockdown 1

Lockdown 2

Xmas of loveSummer of freedom

20

Classifier Avg. accuracy F1 weighted score
Gaussian NB 0.47 0.43
RBF SVM 0.85 0.85

Decision Tree 0.81 0.81
Random Forest 0.85 0.85

k-NN 0.83 0.83

Table S1. Comparison of classifier scores. We report the average accuracy and F1 weighted scores for the classification of
the US historical data of several infectious diseases at the US state-level. We consider hyper coherence, avg. edge violations,
and the three di↵erent contributes of hyper complexity as features for our classification task. The classifiers considered are:
Gaussian naive Bayes (Gaussian NB), SVM using a Gaussian radial basis function as kernel (RBF SVM), Decision Tree, random
decision forest (Random Forest), and k-nearest neighbors algorithm (k-NN, with k=5).

algorithm (k-NN, with k=5). Remarkably, the RBF SVM method, together with Random Forest, leads the pack with
the highest accuracy of 0.85. All the analysis reported were obtained using the scikit-learn 1.0.2 python library.
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Figure 4. Projection of higher-order measures provides local information. The nodal strength extracted from the
violating triangles �v can be used to track the importance of higher-order structures in time. (a) Brain map of the nodes
involved in higher-order co-fluctuations obtained when isolating the top 15% coherent frames, which are the ones associated
with a more synchronized dynamics during rest. (b) The temporal evolution of the nodal strength of violating triangles �v at
the level of industrial sectors discriminates crises from periods of financial stability. (c) The brain map obtained when selecting
the 15% low-hyper complexity frames reveals the activation of the Default Mode Network. (d) The temporal evolution of the
nodal strength of the homological sca↵old provides finer details on the downturns of certain economic sectors. Note that, from a
topological perspective, the nodal strength extracted from the homological sca↵old provides information about 1D loops in the
space of co-fluctuations. (e) Finally, a planar embedding of the historical data of epidemic outbreaks can be obtained through
t-SNE nonlinear dimensionality reduction when considering as features the higher-order indicators, such as hyper coherence,
the three contributes of hyper complexity, and the average edge violation (see Method for definition). As inset plots, we report
the nodal strength of the violating triangles �v at the US-state level when selecting the 15% high-coherent frames. Remarkably,
the spatiotemporal evolution of the outbreaks is di↵erent across states and diseases.

breaks obtained using the t-SNE nonlinear dimension-
ality reduction method. Note that nonlinear methods,
such as t-SNE, allow to preserve the “local” structure in
the original high-dimensional space after projection into
the low-dimensional space, which is typically not possi-
ble with linear methods like PCA or MDS [87]. In this
space, we observe that diseases of di↵erent kinds cluster
together to a great extent, somehow reflecting the unique
spatiotemporal evolution of the outbreaks, which are in-
deed captured by the SVM classifier. At the same time,
similarities between diseases can be observed. This is the
case for sexually transmitted diseases, such as gonorrhea
and chlamydia, which are mostly overlapping in the pla-
nar embedding. As inset plots, we also report the map at
the US-state level obtained when selecting the 15% high-
coherent frames and considering the nodal strength of the
violating triangles �v. Summarising, we find that the
topological invariants obtained from the spatiotemporal
evolution of the outbreaks are di↵erent across diseases,
reflecting the unique “higher-order” spreading features of
each disease.

DISCUSSION

Inferring the dynamics of higher-order structures in
multivariate time series is of utmost importance in many
complex systems, from epidemiological to financial and
biological systems. However, direct higher-order network
measurements are often inaccessible [18]. As a matter of
fact, the vast majority of complex spatiotemporal activ-
ity patterns commonly found in real-world systems are
typically recorded at a nodal level, rather than directly
measured at the level of edges or groups. The higher-
order approach introduced in this work provides the first
powerful and alternative method to dynamically recon-
struct higher-order interactions from multivariate time
series.

As a starting benchmark, we have first validated our
method against signals whose underlying dynamics is
well known. In particular, the global higher-order in-
dicators presented in this work, di↵erently from other
lower-order statistics [51] (see also SI Fig. S3), are able
to robustly distinguish several dynamical phases in high-
dimensional coupled chaotic maps. At a more local level,

Embedding vectors for each time-point: 
⃗t = (Hyper-complexity, CC pers, CI pers, II pers, hypercoherence)

What did Covid look like in Italy (trained on US data)

Lockdown 1

Beginning  vaccination

Lockdown 2

Xmas of loveSummer of freedom

20

Classifier Avg. accuracy F1 weighted score
Gaussian NB 0.47 0.43
RBF SVM 0.85 0.85

Decision Tree 0.81 0.81
Random Forest 0.85 0.85

k-NN 0.83 0.83

Table S1. Comparison of classifier scores. We report the average accuracy and F1 weighted scores for the classification of
the US historical data of several infectious diseases at the US state-level. We consider hyper coherence, avg. edge violations,
and the three di↵erent contributes of hyper complexity as features for our classification task. The classifiers considered are:
Gaussian naive Bayes (Gaussian NB), SVM using a Gaussian radial basis function as kernel (RBF SVM), Decision Tree, random
decision forest (Random Forest), and k-nearest neighbors algorithm (k-NN, with k=5).

algorithm (k-NN, with k=5). Remarkably, the RBF SVM method, together with Random Forest, leads the pack with
the highest accuracy of 0.85. All the analysis reported were obtained using the scikit-learn 1.0.2 python library.
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● 100 unrelated subjects of the Human Connectome Project (HCP) 

● Resting-state & 7 different cognitive tasks 

● 119 ROIs (100 Schaefer + 19 subcortical)

fMRI data

* Figure from Qu, Youzhi, et al. International Workshop on Human Brain and Artificial Intelligence. Singapore: Springer Nature Singapore, 2022.
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Rest 7 HCP tasks 

Tasks



Comparison with low-order
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Different representations: 

● Nodal level (BOLD signal  & FC) 

● Edge level (edge time series and eFC) 

● Triangle level (Violating triangles) 

● Topological level (Homological scaffold)

Santoro, A., Battiston, F., Lucas, M., Petri, G., & Amico, E. Higher-order connectomics for task classification and brain fingerprinting, bioRxiv, 2023.12. 04.569913
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Time-resolved topology
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Time-resolved topology

Santoro, A., Battiston, F., Lucas, M., Petri, G., & Amico, E. Higher-order connectomics for task classification and brain fingerprinting, bioRxiv, 2023.12. 04.569913
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Instantaneous fingerprinting

Santoro, A., Battiston, F., Lucas, M., Petri, G., & Amico, E. Higher-order connectomics for task classification and brain fingerprinting, bioRxiv, 2023.12. 04.569913
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• Global higher-order indicators are not able to distinguish between  
rest and tasksLocal markers (scaffold) incredibly powerful. 

• Local higher-order information can be used to discriminate tasks“

• Hyper-coherent triangles outperform other methods for individual 
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Summing up

Conundrum: 
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• Global higher-order indicators are not able to distinguish between  
rest and tasksLocal markers (scaffold) incredibly powerful. 

• Local higher-order information can be used to discriminate tasks“

• Hyper-coherent triangles outperform other methods for individual 
identification

Summing up

Conundrum: 
• Global information (scaffolds) very discriminative at long timescales

• Local  information (triangles) at short timescale 
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