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Outline
• Requirements for constructing a realistic core collapse supernova model.

• Where current three-dimensional models stand.

• Gaps and how they must be addressed (how we intend to address ours).

• Results from our current production runs, including GW predictions.

• Preliminary results from the development of our next-generation CCSN simulation capability.

• Possible need to extend classical neutrino kinetics to quantum neutrino kinetics.

• Takeaways

The efficacy of the neutrino shock reheating/delayed shock mechanism has now been demonstrated by all leading groups across progenitor 
characteristics (mass, rotation, and metallicity). Nonetheless, significant challenges remain. For recent reviews, see:

• Mueller, PASA 33 e048 (2016)
• Janka, Melson, and Summa, Ann. Rev. Nucl. Part. Sci. 66 341 (2016)
• Mezzacappa, Endeve, Messer, and Bruenn, Liv. Rev. Comp. Astr. 6 4 (2020)



Three-Dimensional General Relativistic Gravity
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25 M 
Model

Newtonian General Relativistic

Three-Dimensional General Relativistic 
Magnetohydrodynamics

• Turbulent Convection
• Standing Accretion Shock Instability
• Slow to Rapid Progenitor Rotation
• Magnetic Isotropic Pressure 

and other MHD Stresses

Three-Dimensional General Relativistic 
Neutrino Kinetics

• Neutrino heating depends on the neutrino
luminosities, spectra, and angular distributions.

Necessary Model Components

accretes and a temporal shock expansion occurs, though it soon
decreases.

We can also find a typical signature of SASI in the evolution
of shock radii. From the top panel of Figure 3, a time
modulation is visible in the maximum shock radii, particularly
in model R0B00 (thick black line) for tpb100 ms.

Such a modulation reflects the appearance of SASI (Foglizzo
et al. 2006; Scheck et al. 2006). To see more quantitatively the
shock morphology and also the dominant SASI mode, we plot
time evolution of normalized mode amplitudes wA c cℓm ℓm 00
of spherical polar expansion of the shock surface Rshock(θ, f)
for several dominant modes in Figure 4. Here we adopt the
same definition for cℓm as in Burrows et al. (2012), with ℓ and m
representing the quantum number with respect to the real
spherical harmonics of Yℓ

m, respectively.
In the top panel, the dominant mode is (ℓ, m)=(2, 0) (black

line) for the first ∼120 ms after bounce. Since its sign is
positive, the shock morphology is prolate, as also shown in the
left and center columns in Figure 1. However, for tpb120 ms
in the same model R1B12, (ℓ, m)=(1, 0) (red line) gradually
takes over as the dominant term with its sign being negative.
Therefore, the shock morphology at the end of simulation time
is unipolar toward the negative z-axis, which is again consistent
with the right column in Figure 1. In the middle panel, R1B00
shows that A20 becomes negative for tpb50 ms, which
reflects a rotating oblate spheroid (see bottom panels in
Figure 2). At the same time, (ℓ, m)=(1,±1) (blue and green
lines) also show comparable amplitudes with that of (2, 0), but

with clear quasi-periodic oscillations. Between these two
∣ ∣ �m 1 modes, i.e., (ℓ, m)=(1, 1) and ( )�1, 1 , a phase shift
seemingly with ∼π/2 exists that indicates that the spiral SASI
motion appears (Blondin & Mezzacappa 2007). In the
nonrotating model R0B00, all three modes with ℓ=1 and
m=0,±1 show basically the same amplitude with almost no
phase shift up to tpb∼120 ms. Therefore, the dominant SASI
mode is the sloshing mode first after bounce. Afterward the (1,
0) mode gradually decouples from the other two different
azimuthal modes. There seems to be a phase shift of ∼π/2
between (1, 0) (red line) and the other two with (1,±1) (green
and blue). This can be explained by the dominant SASI motion
changing from the sloshing motion to the spiral one around
tpb∼120 ms. Note that the growth of the spiral SASI in the
nonrotating progenitors (Blondin & Mezzacappa 2007) is
consistent with the outcomes of previous 3D core-collapse
models (Hanke et al. 2013; Kuroda et al. 2016a; Ott et al.
2018).

3.3. Nonaxisymmetric Instabilities inside the MHD Outflow

In this subsection, we discuss nonaxisymmetric instabilities
inside the MHD outflow and their potential impact on the shock
evolution. In a 3D–GR model using similar precollapse rotation
rate and magnetic fields to our model R1B12, Mösta et al.
(2014) observed the appearance of the kink instability (Begel-
man 1998; Lyubarskii 1999; Narayan et al. 2009). According to
their analysis, the linear growth of the kink instability shortly
starts after bounce, which is followed by the nonlinear phase

Figure 1. Snapshots of the volume-rendered entropy (top panels) and inverse of the plasma β in the logarithmic scale ( C�log 1; bottom panels) for model R1B12. From
left to right panels, the postbounce times of tpb∼56, 100, and 250 ms are depicted, respectively. In the top panels, the central bluish spherical/spheroidal object
roughly corresponds to the unshocked PNS core. Note that the inclination angle of the coordinates is not fixed in each time snapshot to visualize the expansion
morphology more clearly. The white line denotes the length scale that is parallel to the rotational axis (z-axis).
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Requires a closure prescription.
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• Realizability
• Fermi-Dirac statistics must be obeyed.

• The distribution function must be bounded.
• The moments of the distribution functions (e.g., the energy 

and momentum densities) must be bounded. 

• For moments-based approaches, we require a closure.
• The closure must be realizable – i.e., the Eddington factor is bounded.

• Achieving this in numerical simulations is a significant challenge.
• Proving that the numerical method is realizable is difficult.

• At 𝑂(1), this has been accomplished [Chu et al. JCP, 389, 62 (2019)], 
and in turn leads to restrictions on the time step, which can be used 
to guarantee realizability.

• In the relativistic case, such proofs have not yet been constructed, 
implying that the conditions that must be maintained to guarantee 
realizability in this case are not yet known.

R. Chu et al. / Journal of Computational Physics 389 (2019) 62–93 67

Fig. 1. Illustration of the realizable set R (light blue region) defined in Eq. (11). The black lines define the boundary ∂R, while the red lines indicate the 
boundary of the realizable set R+ (light red region) defined in Eq. (12). (For interpretation of the colors in the figure(s), the reader is referred to the web 
version of this article.)

Fig. 1 illustrates the geometry of the convex set R in the (H, J )-plane (light blue region). The boundary ∂R (black 
curves) is given by γ (M) = 0. The realizable domain of positive distribution functions, R+ (no upper bound on f ), which 
is a convex cone defined by

R+ :=
{
M =

(
J ,H

)T | J > 0 and J > |H|
}
, (12)

is partially shown as the light red region above the red lines, which mark the boundary of R+ (denoted ∂R+). The realiz-
able set R is a bounded subset of R+ .

For the realizability-preserving scheme developed in Section 7, we state some additional results. Lemma 2 is used to 
help prove the realizability-preserving property of explicit steps in the IMEX scheme, while Lemmas 3 and 4 are used to 
prove realizability-preserving properties of implicit steps.

Lemma 2. Let 
{
Ja, Ha, Ka

}
and 

{
Jb, Hb, Kb

}
be moments defined as in Eq. (5) with distribution functions fa and fb , respectively, 

such that fa(ω), fb(ω) ∈ (0, 1) ∀ ω ∈ S2 . Let $±(M, K) = 1
2

(
M ± ê · F

)
, where ̂e ∈ R3 is an arbitrary unit vector, and ̂e · F =

(
ê · H, ̂e · K

)T
. Then

Mab ≡ $+(Ma,Ka) + $−(Mb,Kb) ∈ R.

Proof. The components of Mab are

Jab = 1
4π

∫

S2

fab(ω)dω and Hab = 1
4π

∫

S2

fab(ω)!(ω)dω,

where fab(ω) = ϑ fa(ω) + (1 − ϑ) fb(ω) and ϑ(ω) = (1 + ê · !(ω))/2 ∈ [0, 1]. Then, since fab(ω) ∈ (0, 1) ∀ ω ∈ S2, it follows 
that Mab ∈ R. !

Lemma 3. Let Ma = (Ja, Ha)
T ∈ R and α > 0. Let Mb = (Jb, Hb)

T satisfy

Mb = Ma + α C(Mb), (13)

where C(M) = η − D M is the collision term in Eq. (8). Then Mb ∈ R.

Proof. Solving Eq. (13) for Mb gives Mb =
(

I + α D
)−1(Ma + α η

)
. The first component of Mb can be written as

Jb = 1
4π

∫

S

fb(ω)dω,

Chu, Endeve, Hauck, and Mezzacappa JCP, 389, 62 (2019)
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widely used in simulations of neutrino transport in CCSNe and compact binary mergers; e.g.,
O’Connor & Couch [24], Pan et al. [25], Glas et al. [26], Just et al. [21], and Foucart et al. [45]
use the Minerbo closure, while Vartanyan et al. [22], Cabezon et al. [28], Kuroda et al. [19], and
Fujibayashi et al. [46] use the Levermore closure. When employing these closures in conditions
of high occupancy, a numerical scheme may evolve the moments outside the realizable domain
of Fermi-Dirac statistics given in Eq. (9). If this were to happen, the update step may give
J > 1. Considering the fact that the collision term contains blocking factors — i.e. (1 � J )⇥
something positive — J > 1 would change the blocking factors’ sign, and it would be di�cult
to predict the impact of the subsequent induced errors on the simulation outcome. Besides,
even with the simplified collision term Eq 6, J > 1 could result in information loss (such
as loss to the neutrino distribution for the groups that exceed the bounds), closure failure, and
other unpredictable consequences. If treatments are developed to map the unrealizable moments
into the realizable domain, they should be developed to conserve lepton number, energy, and
momentum.

Figure 1. Plot of Eddington factors � versus flux factor h for di↵erent values of J for
various algebraic closures: J = 0.1 (left panel, low occupancy) and J = 0.9 (right panel,
high occupancy). In each panel we plot the Eddington factors of two-moment closures due
to Kershaw (red), Wilson (yellow), Levermore (green), Minerbo (light blue), Cernohorsky &
Bludman (blue), Janka 1 (purple), and Janka 2 (pink) . We also plot �min and �max, defined in
Eq. (10) (lower and upper dashed black lines, respectively).

3. Spatial Discretization
We discretize the two-moment model with a simple first-order finite volume method to illustrate
how the closure a↵ects the realizability-preserving property of the method. By assuming that
the moments at time level tn (Mn) satisfy the bounds in Eq. (9), our goal is to identify su�cient
conditions such that the moments at time level tn+1 (Mn+1) also satisfy the bounds. To simplify,
we limit the discussion to one spatial dimension and employ a uniform Cartesian mesh. (The
extension to multiple spatial dimensions and high-order discretization using the discontinuous
Galerkin method is given in [29].)

We divide the spatial domain D into N uniform cells and denote the i-th cell by Ki, with
i = 1, . . . , N ; i.e.,

D = [N
i=1Ki with Ki = {x : x 2 (xi�1/2, xi+1/2)},

Chu, Endeve, Hauck, Mezzacappa, and Messer Journ. Phys. Conf. Ser. 1225, 012013 (2019)



• Simulations must endeavor to conserve both lepton number and energy.
• Significant technical challenge – specifically, to develop discretizations of the underlying integro-partial differential 

equations of neutrino radiation hydrodynamics that conserve both quantities.

• Begin with a reformulation of general relativistic kinetic theory that is manifestly conservative for lepton number.
• Cardall and Mezzacappa, PRD 68, 023006 (2003)

• 3+1 Expressions of the Equations
• Cardall, Endeve, and Mezzacappa, PRD 88, 023011 (2013) (Boltzmann)
• Cardall, Endeve, and Mezzacappa, PRD 87, 103004 (2013) (Moments)

• See also Shibata et al. Prog. Theor. Phys. 125, 1255 (2011) and Shibata et al. PRD 89, 084073 (2014)
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$̂p $̂!% ĵ
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M. Rampp and H.-T. Janka: Radiation hydrodynamics with neutrinos 373

number is ensured by, (a) a conservative discretization of the
neutrino number equation (Eq. (30)), (b) a conservative han-
dling of the electron number equation (Eq. (4)), and (c) the
exact numerical balance of the source terms (cf. Eq. (13))
−4πmB

∫
dV

∫ ∞
0 dε C(0)(ε) (defined on the transport grid) and∫

dV QN (defined on the hydro grid). Point (a) requires that in
Eq. (30) the flux divergence is discretized in analogy to the sec-
ond line in Eq. (21) and that the β ∂J/∂r and (2β/r+ ∂β/∂r)J
terms are combined to div(βJ) to be discretized in analogy
to the third line in Eq. (21). The energy derivative in Eq. (30)
is treated in a conservative way as described in Sect. (3.3.5).
Point (b) is achieved by the use of a conservative numerical in-
tegration of the electron number equation (Eq. (4)) in the spirit
of the PROMETHEUS code, and requirement (c) is fulfilled
by employing a conservative procedure for mapping the elec-
tron number source term from the transport grid to the hydro
grid (see Sects. 3.6.1, 3.6.2). Doing so, the total lepton number
remains constant in principle at the level of machine accuracy.

Different from the number transport, where the zeroth order
moment equation for neutrinos by itself defines a conservation
law, the derivation of a conservation law for the total energy
implies a combination of the radiation energy and momentum
equations. The use of a staggered radial mesh for discretizing
the latter equations defies a suitable contraction of terms in
analogy to the analytic case. Therefore our numerical descrip-
tion does not conserve neutrino energy with the same accuracy
as neutrino number and the quality of total energy conservation
has to be verified empirically for a given problem and numeri-
cal resolution.

For our supernova simulations, tests showed that neutrino
number is conserved to an accuracy of better than 10−11 per
time step, while for neutrino energy a value below 10−7 is
achieved. With a typical number of about 50 000 transport time
steps for a supernova simulation we thus find an empirical up-
per limit for the violation of energy conservation of 0.5% of the
neutrino energy. This translates to 0.05% of the internal energy
of the collapsed stellar core, i.e. a few times 1049 erg in abso-
lute number. Errors of the same magnitude are introduced by
the non-conservative treatment of the gravitational potential as
a source term in the fluid-energy equation (Eq. (3)). Note that
the use of different grids for the hydrodynamics and the trans-
port does not affect the energy budget because we employ a
conservative mapping of the neutrino source term between the
grids (see Sects. 3.6.1, 3.6.2).

3.7. Approximate general relativistic treatment

We have not yet coupled our general relativistic version of the
neutrino transport to a general relativistic hydrodynamics code.
For the time being we work with a basically Newtonian code,
which was extended to include post-Newtonian corrections of
the gravitational potential. We hope that the deeper gravita-
tional potential can account for the main effects of general
relativity on stellar core collapse and the formation of neu-
tron stars which do not approach gravitational instability to be-
come black holes (cf. Bruenn et al. 2001). Because the gen-
eral relativistic changes of the space-time metric are ignored,

a consistent description of the neutrino transport requires that
the fully relativistic equations are simplified such that only the
effects of gravitational redshift and time dilation are retained.

3.7.1. Modified gravitational potential

By comparing the Tolman-Oppenheimer-Volkoff equation
for hydrostatic equilibrium in general relativity (see, e.g.,
Kippenhahn & Weigert 1990, Sect. 2.6) with its Newtonian
counterpart (cf. Eq. (2)) one can define a modified “gravita-
tional potential” which includes correction terms due to pres-
sure and energy of the stellar medium and the neutrinos:

ΦGR(r) =

G

r∫

∞

dr′
1

r′2

(
m +

4πr′3(p + P)
c2

)
1
Γ2

(
ρtotc2 + p
ρc2

)
, (53)

where ρtotc2:=ρ(c2 + e) is the total (“relativistic”) energy den-
sity and P = 4π/c

∫ ∞
0 dε K the neutrino pressure. The calcula-

tion of the gravitational mass m(r) :=
∫ r

0 dr′ 4πr′2(ρtot + c−2E +
c−3UF/Γ) takes into account contributions of neutrino energy
density E = 4π/c

∫ ∞
0 dε J and flux F = 4π

∫ ∞
0 dε H. The met-

ric function Γ is calculated as Γ(r) =
√

1 + U(r)2 − 2Gm(r)/rc2

with the term U2 accounting for the effects of fluid motion.
Equation (53) can be used in the Newtonian hydrodynamic

equations (Eqs. (2), (3)) in order to approximately take into ac-
count general relativistic effects (cf. Keil 1997). The quality of
this approach has to be ascertained empirically by comparison
with fully general relativistic calculations. In our case such a
comparison yields quite satisfactory results (see Sect. 4.3).

3.7.2. Approximate GR transport

The general relativistic moment equations describing transport
of neutrino energy, momentum and neutrino number can be
derived from the Lindquist-equation (cf. Eq. (5), Sect. 2.2.1).
They are:

1
c

D
Dt

J +
Γ

R2

∂

∂R
(R2HeΦ) + Γ∂ReΦ H

− ∂
∂ε

[
ε
(
eΦ

U
R

(J − K) + c−1DtΛK + Γ∂ReΦ H
)]

+ eΦ
U
R

(3J − K) + c−1DtΛ (J + K) = eΦC(0) , (54)

1
c

D
Dt

H +
Γ

R2

∂

∂R
(R2KeΦ) + Γ∂ReΦ J + eΦΓ

K − J
R

− ∂
∂ε

[
ε
(
eΦ

U
R

(H − L) + c−1DtΛ L + Γ∂ReΦ K
)]

+ 2(eΦ
U
R
+ c−1DtΛ) H = eΦC(1) , (55)

for the energy transport, and
1
c

D
Dt
J + Γ

R2

∂

∂R
(R2HeΦ)

− ∂
∂ε

[
ε
(
eΦ

U
R

(J −K) + c−1DtΛK + Γ∂ReΦH
)]

+ (2 eΦ
U
R
+ c−1DtΛ)J = eΦ C(0) , (56)
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Figure 1. Average shock radius (Rs), PNS radius (RPNS), PNS mass (MPNS), and the average electron antineutrino energy (〈εν̄e 〉) as a function of time. The
average shock radius and the PNS radius are shown in the top panels, the middle panels show the PNS mass, and the bottom panels show the average electron
antineutrino energy extracted at a radius of 400 km in the co-moving frame. The left column represents the s20 models and the right column the s9 models.
Time is given in ms after core bounce.

leads to the reappearance of the SASI. These processes repeat
cyclically and oscillations in the average shock radius depend on the
details of these highly complicated cycles. Alternating periods of
shock expansion and contraction are seen in both s20-FMD-H and
s20-RbR-H, but the cycles do not entirely coincide in the two models.

Models s9-RbR-H and s9-FMD-H result in successful supernova
explosions. Shock revival starts ∼300 ms after core bounce, see
the right top panel of Fig. 1. Before this time, the average shock
radius steadily increases until the conditions for runaway shock
expansion are met. The s9 progenitor is characterized by a region
of low density immediately around the degenerate core, which leads
to low accretion rates in the two simulations. This favours the growth
of convective activity and disfavours the SASI, due to the resulting
large advection time-scales. While strong SASI does not develop in
models s9-RbR-H and s9-FMD-H, Glas et al. (2019) reported that
large-scale convective plumes in the post-shock layer lead to dipole
deformation of the shock front. These deformations can first be seen
around 100 ms after bounce, and they reach their peak between 250
and 300 ms post-bounce, see the bottom panel of fig. 13 in Glas et al.
(2019). After the onset of runaway shock expansion, the accretion
rate on to the PNS is further reduced. As in the case of the s20
models, the global properties of models s9-FMD-H and s9-RbR-H
agree very well.

The properties of the PNS are virtually unaffected when changing
the neutrino-transport scheme, and this is true for both progenitors.

The radius and mass of the PNS, which are important for determining
the properties of GWs, are unchanged between the FMD and RbR+
runs, see Fig. 1. Additionally, the luminosities and average energies
of the emitted neutrinos show little variation between the runs with
different neutrino-transport schemes. From around 400 ms after
bounce, the luminosities and energies of the electron neutrinos and
antineutrinos undergo variations of ∼10–20 per cent. The bottom
panels of Fig. 1 show the average energies of electron antineutrinos
extracted at a radius of 400 km, for all four high-resolution simula-
tions. We do not show luminosity plots since they are not directly
relevant for the discussion about GW characteristics, they are shown
in figs 7 and 14 of Glas et al. (2019). The temporal variations in
the average properties of the neutrinos, seen in models s20-FMD-H
and s20-RbR-H, are caused by the alternating periods of SASI and
convection in the post-shock layer and the resulting variations in the
conditions near the PNS surface, see Glas et al. (2019).

4.2 Gravitational waves from the high-resolution simulations

The GW amplitudes and the corresponding spectrograms, for two
different observer orientations, from the high-resolution s9 models
are shown in Figs 2 and 3, respectively. The signals and the spectro-
grams form the high-resolution s20 models are shown in Figs 4 and
5, respectively. The signals are in general very similar to what has
recently been reported in the literature (see e.g. Kuroda et al. 2016b;
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Fig. 19 A schematic of the structure of a typical neutrino transport linear system that must be solved at each
time step. The diagonal, dense blocks are generally non-symmetric and have characteristic substructure
arising from the coupling in angle, energy, isospin (i.e. between neutrinos and antineutrinos), and neutrino
flavor, though the particulars of that structure are dependent on the lexical ordering of the solution vector.
Fully implicit methods also couple individual spatial zones to one another, producing a linear system that
contains a series of outlying bands in addition to the diagonally dominant dense block structure. This
global linear system typically requires considerable communication on parallel platforms, where domain
decomposition is often used to spread the spatial extent of the problem across the distributed memory space.
IMEX methods do not require solution of this global system, but the inversion of a similarly structured set
of dense blocks is required at each spatial index. However, this reduction of the implicit problem to a purely
local operation can result in considerable performance advantages

strong scalability is achievable if node-level execution is made faster. On modern
platforms, this has very much become a question of the effective use of hybrid-node
architectures.

7.2 Implementation on heterogeneous architectures

Currently, the most widely available and performant microarchitectures are based on
graphical processing units (GPUs). As suggested by their name, GPUs were originally
designed to handle computer graphics-intensive tasks in applications ranging from sci-
entific visualization to video games. However, the very high intensity with which they
compute and their relatively low power-consumption traits (as compared to modern
CPUs) led to their adoption as engines for a variety of scientific computing tasks.
Indeed, at this writing, GPU-based architectures dominate much of the highest-end
HPC platforms, and all planned near-future exascale platforms will employ GPUs as
the primary source of compute power.

The primary characteristic that provides the compute power of modern GPUs is the
large number of compute cores, as compared to traditional CPUs. Modern GPUs (e.g.
the NVIDIA V100) contain more than 5000 cores, compared to the few dozen that
are present on contemporary CPUs. Each core may have a relatively low clock speed
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Figure 1. Mass–radius relations of the equations of state LS180 (blue) and LS220 (red) for the gravitational mass (left panel) and the baryonic mass (right panel). Solid
lines display the case of cold neutron stars (T = 0), while curves for the case of a hot proto-neutron star with a constant entropy of s = 1.5 kb nucleon−1 are shown
as dashed lines. The black horizontal line in the left panel corresponds to a mass of 1.97 M" as measured by Demorest et al. (2010) for the pulsar J1614-2230. The
gravitational masses for neutron stars with baryonic masses of 1.36 M" and 1.58 M" are indicated both for T = 0 (solid blue horizontal lines) or s = 1.5 kb nucleon−1

(dashed blue horizontal lines) in the left panel (figures provided by A. Bauswein.)
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Figure 2. Average shock radius and proto-neutron star (PNS) radius (defined
by a fiducial density of 1011 g cm−3) for the 2D models G15 (GR, full rates,
black thick solid line), S15 (GR, reduced rates, blue, thick, dash-dotted), M15
(pseudo-Newtonian, full rates, red, thick, dashed), and M15 (purely Newtonian,
black, thick, dotted). 1D models corresponding to G15, M15, and S15 are also
shown as thin lines for comparison. Note that the shock is located considerably
further out in S15-1D than in G15-1D and M15-1D. This is a consequence
of the strong sensitivity of the shock position rsh to the PNS radius, rPNS, for
a stationary spherical accretion flow (rsh ∝ r

8/3
PNS, see, e.g., Equation (1) of

Marek & Janka 2009). The larger PNS radius in S15-1D can in turn be traced to
less efficient cooling by µ/τ neutrinos and higher temperatures in the density
region 1012–1013 g cm−3. Different PNS radii (caused by PNS convection; see
Appendix C in Buras et al. 2006a) are also responsible for the larger shock
radii in the 2D models G15 and M15 compared to G15-1D and M15-1D at
early times, when multi-dimensional effects in the gain region do not yet play a
significant role. (The data for M15-1D have been provided by L. Hüdepohl.)

4.1.2. Explosion Energy

We can compute a diagnostic “explosion energy” by inte-
grating over the material with positive binding energy ebind at a
certain time. Since this energy does not account for subsequent
nuclear recombination, burning, and the gravitational binding
energy of the outer layers of the star, this quantity does not pro-
vide a direct measure for the final supernova explosion energy.
In the GR case, we define ebind in terms of the lapse function
α, the rest-mass density ρ, the specific internal energy ε, the
pressure P, and the Lorentz factor W as follows:

ebind = α(ρ(c2 + ε + P/ρ)W 2 − P ) − ρWc2. (2)

In order to maintain consistency with previous studies (Buras
et al. 2006a; Marek & Janka 2009; Bruenn et al. 2009), we
exclude rest-mass contributions to the specific internal energy
ε. It can easily be verified that Equation (2) correctly reduces to

ebind → ρ(ε + ρv2/2 + Φ) (3)

in the Newtonian limit (where Φ is the gravitational potential).2
The diagnostic explosion energy is then computed by integrating
over the region where ebind is positive,

Eexpl =
∫

ebind>0

ebind dṼ . (4)

Here, dṼ is the three-volume element for the curved space–time
metric (and not the flat-space volume element).

The time evolution of Eexpl is plotted in the right panel
of Figure 5, which shows that material behind the shock
first becomes nominally unbound 200 ms after bounce for
model G11. This corresponds to the time when the shock
first expands beyond ∼400 km, allowing the temperature to
drop sufficiently for nucleon recombination to α-particles to
set in. The diagnostic explosion energy slowly increases rather
unsteadily at an average rate of 6×1049 erg s−1, and then seems
to level off around 3.5×1049 erg after 600 ms post-bounce with

2 Precisely speaking, we have α → 1 + Φ/c2 and W → 1 + v2/2 in the
Newtonian limit, and obtain the Newtonian expression as an approximation to
O(ε/c2, P/ρc2, v2/c2, Φ/c2).
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UT–ORNL Supernova Code Lineage

• Based on DG discretizations in phase space (space and neutrino energy).
o Well suited to capturing physical diffusion.
o Well suited to simultaneous conservation of lepton number and energy.

• IMEX time integration.
o Use implicit methods only where necessary (local neutrino–matter interactions).
o Avoid global implicit solves.

• Being developed to satisfy realizability, correct asymptotic behavior, and simultaneous 
number and energy conservation.

Code

Chimera

Effective Potential Ray-by-Ray Transport No B Fields Extensive Weak 
Physics

THORNADO

General Relativistic 
Gravity (xCFC, CCZ4 

Under Development)

Three-Dimensional 
Transport (SR, GR 

Under Development)

General Relativistic 
Hydrodynamics 

(MHD under 
Development)

Partial Weak Physics 
(Extensive Weak 

Physics Under 
Development)



Progenitor Mass 
(Solar Masses)

Rotating/Perturbed Progenitor 
Family/Metallicity/High-Density 
EOS

Explosion/
Shock Radius (km)

Post-bounce Time (ms)/
Explosion Energy (B)

9.6 N/N Woosley and Heger (2015)/Zero 
Metallicity/LS220

Y/9467 467/0.167

15 N/N Woosley and Heger (2007)/Solar 
Metallicity/LS220

Y/
1600

685/?

25 N/N Heger and Woosley (2010)/Zero 
Metallicity/LS220

Y/
2200

405/?

Chimera Models

E. J. Lentz, W. R. Hix, J. A. Harris, S. W. Bruenn, 
O. E. B. Messer, A. Mezzacappa, J. M. Blondin, 
C. Mauney, and M. Owen, 
Ap. J. in preparation (2021). 
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From 2D:

In 3D, we face a significant 
challenge to determine the 
most basic observable (explosion
energy) given the time scales
over which it is determined.

First Chimera Model: Lentz et al. Ap.J Lett. 807 L31 (2015)
To afford high angular resolution, Chimera underwent
significant development to deploy a Yin-Yang grid. The
runs reported here had effective angular resolutions of 
1 degree in both angular dimensions.
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The low-mass progenitor’s 
emission is confined largely
to the first 100 ms post bounce.

The more massive progenitors
exhibit “canonical” emission
after 100 ms post bounce.
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the result of continued neutrino-driven convection.
The 15 and 25 M� progenitor models exhibit the features

documented in [19]. For our 15 M� progenitor model, the
heat map reveals there is very little gravitational wave emis-
sion, at any frequency, until ⇠150 ms, after which the emis-
sion is characterized by two primary features: (1) high-
frequency emission above ⇠500 Hz, with peak frequency
increasing nearly linearly with time and (2) low-frequency
emission below ⇠250 Hz with multiple peak frequencies,
each corresponding to an important time period in the model.
The high-frequency feature corresponds to gravitational wave
emission from Ledoux convection and convective overshoot in
subregions 1 and 2 of the proto-neutron star. In this case the
convection is sustained and dominates the three-dimensional
character of the flow and, therefore, of the gravitational wave
emission as well. As the proto-neutron star evolves with post-
bounce time, the peak frequency of the gravitational wave
emission from these regions increases. The low-frequency
emission leads off with emission between ⇠40 Hz and ⇠80
Hz. This is consistent with strong SASI activity from both
the ` = 1 and m = 1 SASI modes. (See the plots of h̃+(f)
shown in Figure 12 and the associated discussion.) Does the
m = 1 SASI mode drop in and out during the course of our
run, or is it persistent? A second period of strong SASI activ-
ity occurs between 400 and 500 ms, bookending the period of
intermittent SASI activity between 300 and 400 ms. Intermit-
tent SASI activity then persists beyond 500 ms, throughout the
remainder of our run. The heat map for our 25 M� progenitor
model is similar in most respects to the heat map for our
15 M� progenitor model, with the exception that the high-
frequency emission remains more stochastic throughout our
run as the result of the different and more significant mass
accretion history in this model. Eric: Is it possible to put a
plot together that captures the different accretion histories of
the 15 and 25 M models? At low frequencies, the emission
is initiated between 100 and 150 ms post bounce and is con-
sistent with emission associated with convective and ` = 2
SASI activity, with peak frequency below ⇠60 Hz. (Again,
see the plots of h̃+(f) shown in Figure 12 and the associated
discussion.) This initial phase of low-frequency emission is
followed by steady emission between 150 and 200 ms post
bounce, at frequencies between ⇠60 Hz and ⇠125 Hz, con-
sistent with ` = 1 and m = 1 SASI activity. Afterward, ad-
ditional, intermittent SASI activity continues until ⇠400 ms
after bounce.

While the above discussion captures the primary features
of the gravitational wave emission, there is further informa-
tion contained within the heat maps that should be mined. For
example, looking at the heat map for our 15 M� progenitor
model, we can see the influence of initial and sustained causes
on the gravitational wave emission in regions other than the
regions in which the causes occur. Subregions 2 through 4
clearly bear the imprint of accretion from the gain region, sub-
region 5, resulting in gravitational wave emission below ⇠500
Hz. This imprint is drastically reduced after ⇠500 ms post
bounce, at which time explosion develops in this model, in
turn impacting the accretion of material from the gain region
onto the proto-neutron star. (In our 25 M� progenitor model,

accretion persists throughout the run.) Similarly, subregions
2 through 4 clearly bear the imprint of Ledoux convection in
subregion 1, resulting in gravitational wave emission above
⇠500 Hz at peak frequencies that increase with time. More-
over, after explosion at ⇠500 ms post bounce, there is a signif-
icant impact on the gravitational wave emission in subregion
2. Two things happen: (1) The emission at frequencies be-
low ⇠500 Hz ceases. (2) The high-frequency emission, with
rising peak frequency, becomes less stochastic. The overall
impact on the emission from subregion 2 can also be seen in
the reduction of the strain amplitudes at this time. The onset
of explosion is very visible in the heat maps for subregions 3
and 4, where there is a dramatic reduction in the gravitational
wave emission at any frequency after ⇠500 ms. On the other
hand, subregion 2 continues to produce high-frequency emis-
sion after explosion sets in, so the emission from this region
was never the result solely of excitation from above but rather
stemmed from a combination of convective overshoot associ-
ated with sustained Ledoux convection in subregion 1 and ac-
cretion, ultimately from subregion 5. That is, the contribution
of subregion 2 to the gravitational wave emission has been lo-
calized in our study, but its causes arise from deep within the
proto-neutron star and from the gain region as well, includ-
ing the shock. We can localize the gravitational wave emis-
sion from a specific subregion and identify its nonlocal causes
because we consider the information provided by all of the
subregions at once.

In all three models, explosion is represented by the very
low frequency emission below ⇠10 Hz, beginning at ⇠150
ms, ⇠500 ms, and ⇠250 ms after bounce for the 9.6, 15, and
25 M� models, respectively. This correlates well with the de-
velopment of the offsets in the strain amplitudes themselves,
shown in Figures 2 and 5, another marker of explosion.

Mueller et al. [27] derived a formula relating the peak fre-
quency of (high-frequency) gravitational wave emission to,
among other things, the mass and radius of the proto-neutron
star:

fp =
1

2⇡

GM

R2

1

cs

p
�� 1(1� GM

Rc2
)3/2 (22)

Here, M , R, cs, and � are the proto-neutron star mass, proto-
neutron star radius, sound speed, and adiabatic index, respec-
tively. In the weak-field limit, we can write the spacetime
metric as

ds
2 = �(1�2GM

Rc2
)dt2+(1+

2GM

Rc2
)dr2+r

2(d✓2+sin2 ✓d�2)

(23)
With this in mind, we can express fp in terms of M , R, and
the lapse function, ↵, defined as

↵ = 1� GM

Rc2
(24)

to get

fp =
1

2⇡

GM

R2

1

cs

p
�� 1↵3/2

. (25)
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FIG. 1. Region boundaries for the 9.6, 15, and 25 M� models, re-
spectively.

III. RESULTS

To begin our analysis, we first map out the region below
the supernova shock wave in each of our models. Plots of
the evolution of these regions as a function of time are shown
in Figure 1. This region divides into five subregions from

which gravitational waves are emitted. It is necessary to sep-
arate the discussion of our 9.6 M� model from our 15 and
25 M� models for reasons that will become clear. Beginning
with our 15 and 25 M� models, subregion 1, the deepest sub-
region of the five, corresponds to the region of the core that is
Ledoux unstable. Its boundaries are defined by the contours
at which the convective mass flux is 5% of its peak value.
(This was also true in Mezzacappa et al. [19], though incor-
rectly stated there as where the convective velocity, not the
convective mass flux, is 5% of its peak value.) Subregion 2 is
bounded from above by the 1012 g/cm3 density contour. Sub-
region 3 is bounded from below and from above by the 1012

g/cm3 and 1011 g/cm3 density contours, respectively, the lat-
ter of which we take to define the proto-neutron star surface
in our models. Subregion 4 corresponds to the net-neutrino-
cooling layer between the proto-neutron star surface and the
gain radius, and subregion 5 corresponds to the gain layer.

For all three of our models, subregion 1 is not well defined
until ⇠50 ms after bounce. Given that the gravitational wave
emission for our 9.6 M� model occurs largely within a ⇠75
ms window of bounce, this presents a challenge and requires
that we instead, in this case, define our innermost subregions
1 and 2 by the constant-density contours at 1014 gcm�3 and
1013 gcm�3, with the inner (outer) boundary of subregion 1
defined by the 1014 gcm�3 (1013 gcm�3) contour. For our 9.6
M� progenitor model, subregion 4 is also not well defined for
post-bounce times greater than ⇠300 ms, nor is the gain ra-
dius. Outside of these exceptions, all five regions are well
characterized. If we do some smoothing for the 15 and 25
M� models, I will modify this paragraph. As in our PRD ar-
ticle, we should overlay the BV frequency here so that we can
see the correlation between the onset of PNS Ledoux instabil-
ity and the HF GW emission, as we did for C15-3D.

In Figure 2, we plot the gravitational wave strains for both
polarizations, as a function of post-bounce time and for all
three progenitors. Comparing the strain evolution across the
three models, our 9.6 M� model is obviously distinct from
the other two, corresponding to more massive progenitors. In
the former case, with the exception of an offset that occurs
late in the simulation, the gravitational wave signal is largely
confined to a very brief period of time after bounce of ⇠75
ms, whereas the gravitational wave emission in our 15 and 25
M� models is largely emitted after ⇠125 ms.

The very early post-bounce gravitational wave emission for
our 9.6 M� progenitor model arises largely from two distinct
episodes of convection within the proto-neutron star, both
short-lived. The first, an episode of prompt Ledoux convec-
tion begins at ⇠4 ms after bounce, at radii confined to the in-
ner 40 km of the star – i.e., to subregions 1 and 2. This episode
of convection dissipates quickly and is largely complete after
⇠20 ms. At ⇠9 ms after bounce, the first convective episode is
joined by a second – in this case, an episode of Schwarzschild
convection – confined to a region above 40 km – i.e., to sub-
region 3. These episodes correlate well with the evolution of
the strain amplitude for the plus polarization, detailed in Fig-
ure 3 over the first 75 ms after bounce. For example, one can
see the slight delay of the rise of the strain amplitude in sub-
region 3, relative to the rise in the amplitudes in subregions

Mueller, Janka, and Marek, Ap.J. 766 43 (2013)

Best ”fit” is not at the density we would use 
to define the proto-neutron star surface.

Proto-Neutron Star “Surface”

R1
R2

R3

R4
R5

Ledoux unstable (R1) and stable (R2) regions
both contribute to (and dominate) high-frequency 
gravitational wave emission.

Dominant emission mechanism is within the 
proto-neutron star.

3D has broadened the picture! See also Andresent et al. MNRAS 468 2032 (2017).



What is the nature of the PNS instabilities?

Ledoux Convection

Doubly Diffusive Instabilities
•Neutron Fingers
•Lepto-Entropy Fingers
•Lepto-Entropy Semi-Convection

Bruenn, Mezzacappa, and Dineva (1995) Phys. Rep. 256, 69
Bruenn and Dineva (1996) Ap.J. Lett. 458, 71
Bruenn, Raley, and Mezzacappa (2004) astro-ph/0404099



High S, Low Y

Low S, High Y

Lepton Flow

S

Y

If heat flow dominates lepton flow,
the now low S, low Y perturbation 
will continue to sink.

Heat Flow

Assumption:

Will occur in crossed entropy and lepton 
fraction gradients – i.e., in Ledoux stable 
regions.

Basis for the assumption:

Three flavors mediate energy exchange.
One flavor mediates lepton exchange.

→ Energy exchange dominates.

“ Doubly Diffusive Instability”

Neutron Fingers
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1998) absorption, emission, and elastic scattering on nu-
cleons, and with the inclusion of bremsstrahlung and
neutrino-nucleon inelastic scattering as formulated by
Hannestad & Raffelt (1998). Models analyzed for sta-
bility using this improved neutrino microphysics are de-
noted by “Impr”, while those using the standard neutrino
microphysics are denoted by “Stnd.” Table 3 lists the
models analyzed for stability. We did not deem it neces-
sary to include models obtained from core collapse simu-
lations employing the improved neutrino physics because
they differ very little below the neutrinosphere from those
computed with the standard neutrino physics up to 200
ms after bounce. The improved neutrino physics mainly
affects the luminosities and RMS energies of the νx’s near
and above the neutrinosphere. Furthermore, we wanted
to perform the core collapse simulations with the Liver-
more equation of state and comparison models using the
Lattimer-Swesty equation of state with neutrino micro-
physics as similar to that used by the Livermore group
as possible.

6. THE STABILITY OF COLLAPSED CORES BELOW THE
NEUTRINOSPHERE

Before analyzing the models listed in Table 3 for stabil-
ity using the method described in the preceding Sections,
let us first compare the core profiles produced by simu-
lations using the Livermore equation of state with those
produced by the Lattimer-Swesty equation of state, and
ascertain the Ledoux unstable regions and the regions
unstable to neutron fingers by the criteria given by the
Livermore group (Wilson & Mayle 1988). Recall that ac-
cording to the Livermore group’s criteria a fluid is neu-
tron finger unstable if a fluid element displaced outwards
at constant composition but in temperature and pres-
sure equilibrium with the background ends up after the
displacement with a density less than that of the back-
ground. The profiles in entropy and lepton fraction of
models M15 W and M15 LS are shown at 100 ms and
200 ms after bounce in Figures 28 and 30, respectively.
Likewise, the profiles of models M25 W and M25 LS are
shown at 100 ms and 200 ms after bounce in Figures 29
and 31, respectively.
Figures 28 - 31 show that the core collapse simulations

using the Livermore equation of state produce profiles in
entropy and lepton fraction at 100 and 200 ms similar
in shape to the simulations using the Lattimer-Swesty
equation of state. The main differences are the slightly
higher overall values of the entropy and lepton fraction
given by the Livermore equation of state. These differ-
ences arise mainly during infall because of the smaller
free proton fraction given by the Livermore equation of
state in comparison with the Lattimer-Swesty equation
of state for a given thermodynamic state. A smaller free
proton fraction during infall leads to a reduced rate of
electron capture, and this results in a higher lepton frac-
tion at trapping. The electron captures that occur after
trapping as the νe’s equilibrate with the matter produces
a greater increase of entropy, as the smaller free proton
fraction and reduced electron capture rate given by the
Livermore equation of state results in a greater disequi-
librium between matter and νe’s at trapping.
All models exhibit a region of Ledoux instability, in-

dicated by the checkerboard patterns in the horizontal
stripes, in the vicinity of 20 km from the core center at
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Fig. 28.— Entropy and lepton fraction profiles of models M15 W
and M15 LS (as described in Table 3) 100 ms after bounce. Also
shown are the Ledoux unstable regions (checkerboard hatching)
and the neutron finger unstable regions (diagonal pattern) as given
by the Livermore group’s criteria.
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Fig. 29.— Same as Figure 28 but for models M25 W and
M25 LS.

100 ms, and models M15 W and M25 W exhibit an addi-
tional region of Ledoux instability in the vicinity of 8 km
from the core center. At 200 ms the inward advection of
matter has moved these Ledoux unstable regions slightly
inward, and additional (very mild) Ledoux unstable re-
gions have developed in models M15 LS and M25 LS at
small radii. In most cases these Ledoux unstable regions
are driven by negative entropy gradients. The location
and even existence of these Ledoux unstable regions must
not be taken very seriously, however, as convection, not
included in these simulations, will rapidly smooth the
entropy and lepton fraction gradients driving the con-
vection.
Also shown in these figures by the slanted line pattern

in the horizontal stripes are the regions that are neu-
tron finger unstable by the Livermore group’s criteria.
The neutron finger instability considerably extends the
regions of fluid instability to either side of the Ledoux
unstable regions. In particular, the region of fluid insta-

Bruenn, Raley, and Mezzacappa (2004) astro-ph/0404099

Doubly diffusive instabilities can
extend the region of instability 
beyond the Ledoux unstable 
regions.

Ledoux Neutron Finger

Neutron Fingers were invoked by the LLNL group 
in their explosion models:
• Smarr, Wilson, Barton, and Bowers, 1981, Ap.J. 246, 

515
• Wilson and Mayle, 1988, Phys. Rep. 163, 63
• Wilson and Mayle, 1993, Physics Reports, 227, 97
• Wilson, Mayle, Woosley, and Weaver, 1986, in Annals 

of the NY Academy of Science, Vol. 470, 12th Texas 
Symposium on Relativistic Astrophysics, ed. M. Livio
and G. Shaviv (Boston: Jones and Bartlett), 267 



THORNADO Models

THORNADO

General Relativistic 
Gravity

General Relativistic 
Hydrodynamics

General Relativistic 
Two-Moment Spectral 

Neutrino Transport

Fully developed and tested 
through the SR regime.



A Common Theme: It’s All About the Angular Distributions

• Neutrino shock reheating depends on the neutrino angular distributions.

• Required within the proto-neutron star to accurately capture doubly diffusive instabilities that may occur.

• Classical kinetics with full angular dependence is required to form the foundation for the development of neutrino quantum kinetics.

JCAP02(2017)019
Figure 1. Schematic geometry of the model and flavor-dependent zenith-angle distributions of neu-
trino fluxes. The 3 ellipses are schematic polar plots of the normalized angular distributions of the ⌫e

(blue), ⌫̄e (red), and ⌫x (green) fluxes at the point where the arrows originate.

in the weak interaction basis, where � =
p

2GFne. Finally, the e↵ective Hamiltonian due to
⌫ � ⌫ interactions is given by

⌦⌫⌫ =
p

2GF

Z
d3q

(2⇡)3
(%q � %̄q)(1 � vp · vq) , (2.4)

where the term (1�vp ·vq) leads to multi-angle e↵ects [12], i.e., neutrinos moving on di↵erent
trajectories experience di↵erent potentials.

The last term on right-hand-side in eq. (2.1) represents a collisional term acting on
neutrino flavor evolution if they are still undergoing collisions with matter or amongst them-
selves. Collisions occur at a rate proportional to G2

F . In the context of both MSW and
collective flavor conversions, the collisional term is expected to be negligible, as the con-
versions occur far from the neutrinosphere, where neutrinos are free-streaming. However,
the situation is less clear for fast conversions. A back-of-the-envelope calculation, using a
nucleon density nB = ⇢nuc/mN ⇡ 1.8 ⇥ 1038 cm�3 and the neutrino-nucleon scattering cross-
section � ⇠ G2

FE2
⇠ 10�42 cm�2 for E⌫ ⇠ 10 MeV, suggests that the scattering rate is

� = �nB ⇠ 107 s�1. We will find fast conversions can occur with a larger rate ⇠ 108 s�1

and therefore neglect the collisional e↵ects as a first approximation. We leave a dedicated
investigation of this to a future work.

Even after neglecting the collisions, a self-consistent solution of the flavor evolution
requires solving the complete space-time-dependent problem described by eq. (2.1). First
attempts at solution, by Fourier transforming eq. (2.1) along some of the space or time
directions, have been recently presented in [29–35]. However, with the tools available at
present, solving the full seven-dimensional problem remains a formidable challenge.

Interestingly, a major simplification suggests itself if one is interested in studying flavor
conversions only at small distances from the SN core. Most of the neutrinos are emitted
around a radius O(10) km from the center of the SN. For phenomena that take place very
close to this emission region, the curvature of the neutrinosphere is not relevant. We therefore
model the source region as a di↵use flat infinite plane, as shown in figure 1.

– 4 –

Neutrino flavor evolution is complicated by neutrino–neutrino interactions, 
which affect all neutrinos at all energies – i.e., the entire ensemble of neutrinos 
– collectively.

If 𝜈! and 𝜈! angular distributions
are sufficiently different, “fast flavor
instabilities” in the vicinity – i.e., within
O(m) – of the neutrinospheres may be 
triggered.

• Sawyer, R. F. 2005, PRD 72, 045003 Impact on the explosion mechanism?

• Duan, H., Fuller, G. M., & Qian, Y.-Z. 2010, ARNPS 60, 569



Takeaways
Recent progress has been great!

Multiple groups have demonstrated the efficacy of the neutrino heating mechanism over a range of progenitor 
characteristics, in three dimensions.

Current three-dimensional models have allowed us to study associated phenomena such as gravitational wave emission.

There is a great deal of development to be done to arrive at (classical) definitive three-dimensional models.

Full three-dimensionality.
Full general relativity.
Full physics (weak interaction physics, magnetic fields, …).

Quantum kinetics looms large as a potential requirement, the development of which will occupy our community for some time.


