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• Quantum Money
• Quantum Key Distribution
• Impossibility of Quantum Bit Commitment
• Blind Quantum Computation
• Certified Deletion
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Quantum States Can’t be Cloned

Quantum money
Quantum encodings
Copy-protected software

Quantum rewinding
Quantum oracle queries 

“Quantum no-cloning theorem”
Park (1970); Dieks & Wootters-Zurek (1982)
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Unclonable Authenticity

Quantum Money
Wiesner (ca. 1969)
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Written in 1968
Published 1983



Wiesner’s conjugate coding
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• Can easily verify | ⟩𝑏𝑏 𝜃𝜃 if b, 𝜃𝜃 are known (how?). 

• Intuitively: without knowledge of the encoding basis, and given 
| ⟩𝑏𝑏 𝜃𝜃, no third party can create two quantum states that both
pass this verification with high probability.

Pick basis 𝜃𝜃 ∈ {0,1} . 
Pick bit 𝑏𝑏 ∈ {0,1}.
let 𝑏𝑏 𝜃𝜃 = 𝐻𝐻𝜃𝜃 𝑏𝑏

Given a single copy of | ⟩𝑏𝑏 𝜃𝜃 for uniform b,𝜃𝜃:

𝜽𝜽 𝒃𝒃 𝒃𝒃 𝜽𝜽

0 0 0
0 1 1
1 0 +
1 1 −
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©AAAS (1992)

For bit-strings 𝜃𝜃 = 𝜃𝜃1𝜃𝜃2 …𝜃𝜃𝑛𝑛 , 𝑏𝑏 = 𝑏𝑏1𝑏𝑏2 …𝑏𝑏𝑛𝑛, define
| ⟩𝑏𝑏 𝜃𝜃= | ⟩𝑏𝑏1 𝜃𝜃1 ⊗ | ⟩𝑏𝑏2 𝜃𝜃2 … ⊗ | ⟩𝑏𝑏𝑛𝑛 𝜃𝜃𝑛𝑛

A quantum banknote is | ⟩𝑏𝑏 𝜃𝜃 for random 𝑏𝑏,𝜃𝜃 ∈ {0,1}𝑛𝑛 :



Wiesner’s security argument
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Security of Wiesner’s quantum money

“attack”
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How does the difficulty of cloning quantum 
money scale with the number of qubits, 𝑛𝑛? 

For a single qubit, one possible attack is to guess a basis uniformly, measure in that basis, 
and re-send two qubits that correspond to this measurement

verify

verify

• If the basis is correct (prob= ½), the attack succeeds with prob. 1. 
• If the basis is incorrect, the attack success with prob. 1/4 since the attack prepares 

qubits in the complementary basis, and the probability that both verifiers accept is 
½*½ = ¼.

Success prob. of attack = ½ + ½*¼ = 5/8.
Can actually achieve ¾ (and this is optimal).



Security of Wiesner’s quantum money

“attack”
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How does the difficulty of 
cloning quantum money scale 
with the number of qubits, 𝑛𝑛? 

Answer:

verify

verify



QUANTUM MONEY “REVIVAL”
Noise-tolerant (‘feasible with current technology’) quantum money

• Pastawski, Yao, Jiang, Lukin, Cirac (2012)

Quantum Money with classical verification
• Gavinsky (2012)

Public-key quantum money (can be verified by any user) 
• Farhi, Gosset, Hassidim, Lutomirski, and Shor (2012) 
• Aaronson and Christiano (2012)
• Zhandry (2017)
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Unclonable Information
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Ultimate goal: 
unconditional security

AES ?

RSA ?
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The One-time Pad Encryption Scheme

Since the ciphertext is uniformly random (as long as k is random, unknown and used 
only once), the plaintext is perfectly concealed.

Plaintext

Key

Ciphertext

This Photo by Unknown Author is licensed under CC BY-
NC-ND

Le masque jettable

https://www.tahliasmasks.com/what-kind-of-mask-should-i-buy-for-covid-19-protection/
https://creativecommons.org/licenses/by-nc-nd/3.0/


The Washington-Moscow Hot Line 
(est.1963)













CONJUGATE CODING TO 
THE RESCUE! 
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“BB84 quantum key distribution”



BB84 QKD 

Version 1
A very high-level

















Quantum Key Distribution

Eavesdropping Errors Detection

• Use quantum channel to send a random key
• If no eavesdropping detected, use the one-

time pad to send message
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BB84 QKD 

Version 2
A high-level
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• QKD Assumes authenticated classical 
communication
– Information-theoretic authentication can 

be achieved with a short initial shared 
secret (Wegman-Carter authentication)

– Thus, QKD is more accurately described 
as a key expansion protocol. 

• From a Sifted key to a private key (in a nutshell)
– Publicly compare half of the sifted bits to obtain estimate of error 

rate. Abort if the error rate is too high (specific rate depends on 
parameter choice; approx. 11% is the theoretical maximum)

– Information Reconciliation (aka Error Correction): corrects the 
remaining strings so that they agree in all positions with high 
probability. 

• Can be done via a series of parity checks, or more generally, using error 
correcting codes. 

– Privacy amplification: Eve has some information about the key 
(from eavesdropping and Information Reconciliation).

• Alice and Bob apply a random hash function {𝟎𝟎,𝟏𝟏}𝒏𝒏 → {𝟎𝟎,𝟏𝟏}𝒍𝒍



Security of BB84 Quantum Key 
distribution?
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• Security of QKD is often informally attributed to 
the no-cloning theorem.

• Actual proofs (which appeared 15 years later or 
more) use much more sophisticated techniques
– Quantum error correcting codes
– De Finetti reductions
– Entropic uncertainty relations
– Sampling

• More formal presentation and analysis of QKD to 
come.



QKD Firsts
• 1989: First Experimental demonstration
• 1998-2000: First proofs of security for QKD
• 2004: First bank transfer using QKD 
• 2008: First network secured with QKD 

(200km, 6 nodes)
• 2016: First quantum satellite for space-to-

ground quantum communication.

54

QKD Commercial Products



Practicality of BB84 Quantum Key

55

• Alice only needs to prepare & send single-
qubits. 

• Bob only needs to measure single qubits in a 
random basis

• Error correction is integrated into the protocol 
so that under a small amount of noise:
– The protocol does not abort
– The noise is corrected and the final keys agree. 

Noise-tolerant, single-qubit prepare-and-measure



Recent Direction in QKD

• Device-independent and one-sided device-
independent QKD
– See Qcrypt 2019 Tutorial by Rotem Arnon

Friedman (https://youtu.be/5KsW0d9JeqQ) 

• Continuous-Variable QKD
• Finite-size effects in QKD
• Side-channel attacks 
• ….



A Sampling-based proof 
of QKD

Bouman, N. J., & Fehr, S. (2010). Sampling in a quantum population, and 
applications. In Annual Cryptology Conference CRYPTO (pp. 724-741). 

Fehr, S. (2010). Quantum cryptography. Foundations of Physics, 40(5), 494-531.*

*notation, equations and figures from this reference



BB84 quantum key distribution 
protocol
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• Measure each qubit in a 
random basis.

• Compare a sample of  
(basis, outcome) pairs with 
Alice. 

• Either noise level is too 
high and they abort, or 
they amplify the secrecy of 
the remaining 
measurement outcomes.

Prepare | ⟩𝑏𝑏 𝜃𝜃
for random 𝑏𝑏,𝜃𝜃 ∈ {0,1}𝑛𝑛

1 + 0 0 − |+〉… .

1 + 0 0 − |+〉… .



Entanglement-based BB84
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• Same as before.

Measure each qubit 
in a random basis 𝜃𝜃.

𝜌𝜌𝐴𝐴𝐴𝐴𝐴𝐴
A B E

If Eve sends 𝜌𝜌𝐴𝐴𝐴𝐴𝐴𝐴 = 1/√2 (|00⟩+ |11⟩) ⊗
𝜌𝜌𝐴𝐴 , then: 
• 𝜃𝜃 = 0: If Alice observes i , Bob’s system 

becomes i
• 𝜃𝜃 = 1: If Alice observes H i , Bob’s system 

becomes H i (check)
Claim: security of entanglement-based scheme 
implies security of original scheme

From now on: show security of the 
Entanglement-based QKD



Review : Hybrid classical-quantum 
systems

𝑋𝑋: random variable with finite range 𝒳𝒳,  𝑃𝑃𝑋𝑋 probability distribution

a quantum system 𝐸𝐸 that is randomized: with 
probability 𝑃𝑃𝑋𝑋, the system is 𝜌𝜌𝐴𝐴|𝑋𝑋=𝑥𝑥 .

We can “encode” the choice of 𝑥𝑥 into a quantum state 
|𝑥𝑥⟩, and denote the hybrid classical-quantum (“c-q”) 
system:

𝑋𝑋 is independent of 𝐸𝐸 if and only if
Let

Let 𝜇𝜇𝑋𝑋 denote the completely mixed state

𝑋𝑋 is random-and-independent of 𝐸𝐸 if and 
only if 



Trace distance and Security of a key

For key distribution, we’ll say that the scheme is secure if the trace 
distance                                is small. 

• Shown to be the “right” (“composable”) definition [Koenig-
Renner 2005, Ben-Or et al. 2005]  

For two density matrices 𝜌𝜌,𝜎𝜎, the trace distance 𝛿𝛿 𝜌𝜌,𝜎𝜎 =
1
2
𝑡𝑡𝑡𝑡 𝜌𝜌 − 𝜎𝜎 where 𝜌𝜌 − 𝜎𝜎 is the unique positive semi-definite square 

root of 𝜌𝜌 − 𝜎𝜎 𝜌𝜌 − 𝜎𝜎 ∗

The operational meaning is more important for us: for any physical 
processing, the two states behave identically, except with probability 
at most 𝛿𝛿 𝜌𝜌,𝜎𝜎



Error Correction

• Let 𝑋𝑋𝑖𝑖be Alice’s bit string and 𝑌𝑌𝑖𝑖 be Bob’s (𝑖𝑖 = 1, …𝑛𝑛),
• Error Correction: Alice chooses a random codeword C ∈ {0,1}𝑛𝑛 from a 

suitable error correcting code and sends U = C ⊕𝑋𝑋 to Bob. Bob decodes 
C′ = 𝑈𝑈⊕ 𝑌𝑌 to the closest codeword �̂�𝐶 and computes �𝑋𝑋 = �̂�𝐶 ⊕ 𝑈𝑈 as his 
guess for 𝑋𝑋. 

– If 𝑋𝑋,𝑌𝑌 differ in only a few positions, C′ = 𝑈𝑈⊕ 𝑌𝑌 = C ⊕𝑋𝑋⊕𝑌𝑌 is close to C, so �̂�𝐶 =C, and 
Bob’s guess for 𝑋𝑋 is �𝑋𝑋 = �̂�𝐶 ⊕ 𝑈𝑈 = C ⊕ C ⊕𝑋𝑋 = 𝑋𝑋.

• For efficiency, note that in a linear code, Alice can send the syndrome of 𝑋𝑋
instead of U. (Let k be the log of the size of the code; then the syndrome is 
n − k bits in length)

• Error correction leaks information about 𝑋𝑋. We’ll show how to  compensate 
for this later. 



Privacy 
Amplification

Entropy: a measure of uncertainty in a system
• Shannon entropy: 
• Min-entropy:                                                (captures how 

hard it is to guess the value described by the random 
variable X)

• Conditional min-entropy:                  same as entropy, with 
an auxiliary Y. 

• Quantum conditional min-entropy for a c-q state 𝜌𝜌𝑋𝑋𝐴𝐴 is 
the negative-log of the success probability of predicting X 
when using an optimal strategy and having access to the 
quantum system E.



Privacy Amplification

• Quantum conditional min-entropy for a c-q state 𝜌𝜌𝑋𝑋𝐴𝐴 is the 
negative-log of the success probability of predicting X when 
using an optimal strategy and having access to the quantum 
system E.

• Quantifies how much uncertainty Eve has on classical X.
Privacy Amplification: transforms a bound the conditional min-
entropy into a uniform key. 

– Key K is computed as 𝐾𝐾 = 𝑓𝑓 𝑆𝑆,𝑋𝑋 (𝑆𝑆 is a random seed); 
– 𝑓𝑓 is a universal hash function if for all 𝑥𝑥 ≠ 𝑥𝑥𝑥,

– The privacy amplification theorem [Renner and Koening (2005)]  
tells us that for such an 𝑓𝑓 with an ℓ-bit output:

For ℓ at most the quantum 
conditional min-entropy, we get an 
ℓ-bit, uniform key (up to some 
exponentially small error)

Next step: bounding 
the conditional 
quantum min-
entropy!



Classical sampling: estimating the 
relative Hamming weight

• Hamming weight of bit string 𝑋𝑋 = 𝑋𝑋1,𝑋𝑋2, …𝑋𝑋𝑚𝑚 is W 𝑋𝑋 =
∑𝑖𝑖 𝑋𝑋𝑖𝑖; 

• Relative Hamming weight is 𝜔𝜔 𝑋𝑋 = 𝑊𝑊 𝑋𝑋
𝑚𝑚

• Define 𝜔𝜔 𝑋𝑋 ≈𝜖𝜖 𝛽𝛽 if 𝜔𝜔 𝑋𝑋 − 𝛽𝛽 ≤ 𝜖𝜖.
Given a unknown 𝑋𝑋 = 𝑋𝑋1,𝑋𝑋2, …𝑋𝑋𝑚𝑚, consider the following 
“sample-and-estimate strategy” :

– Choose a random subset 𝑇𝑇 𝑋𝑋 of {1, … ,𝑚𝑚} of size linear in 𝑚𝑚, and 
output 𝜔𝜔 𝑋𝑋𝑇𝑇 as estimate of 𝜔𝜔 𝑋𝑋�𝑇𝑇 .

• Define the error probability 
• Claim: for the above strategy:                         

where 𝑇𝑇 is of size 𝛼𝛼𝑚𝑚.



Quantum sampling

Given an unknown  𝐴𝐴 = 𝐴𝐴1,𝐴𝐴2, …𝐴𝐴𝑚𝑚, (possibly entangled with a system 𝐸𝐸), 
consider the strategy of measuring a subset 𝑇𝑇 of the qubits in the 
computational basis, as an estimate of the “relative Hamming weight”. 

Theorem [Bouman, Fehr 2010]: (informal) If the estimation strategy has a small 
error in the classical case, then it also has a small error in the quantum case: 
after the measurement of 𝐴𝐴𝑇𝑇 (giving estimate 𝛽𝛽 ) the state of 𝐴𝐴�𝑇𝑇𝐸𝐸 is of the 
form   

where the 𝑦𝑦’s are such that 𝜔𝜔 𝑦𝑦 ≈ 𝛽𝛽; except with some small error. 



Quantum sampling in QKD
Let 𝜌𝜌𝜃𝜃𝜃𝜃𝜃 be the c-q state after the sifting.  
Alice obtains 𝑋𝑋𝑖𝑖 when measuring in basis 𝜃𝜃
Bob obtains 𝑌𝑌𝑖𝑖 when measuring in basis 𝜃𝜃

Define 

Let 𝜌𝜌𝜃𝜃𝑋𝑋𝜃𝜃𝜃𝜃𝑊𝑊𝐴𝐴 be the corresponding c-q state. We can obtain this state instead by 
applying the unitary 𝑈𝑈 𝑏𝑏 𝑐𝑐 = 𝐻𝐻 𝑏𝑏 𝑏𝑏 ⊕ 𝑐𝑐 : Note that 𝑈𝑈(𝐻𝐻 𝑏𝑏 𝐻𝐻 𝑐𝑐 ) =
𝑏𝑏 ⊕ 𝑐𝑐 𝐻𝐻 𝑐𝑐 ), so after 𝑈𝑈, 𝑆𝑆𝑖𝑖 is in the first or second register depending on 𝜃𝜃𝑖𝑖, 

and 𝑊𝑊𝑖𝑖 is in the other register. From these, we can compute 𝑋𝑋𝑖𝑖 ,𝑌𝑌𝑖𝑖 .  Let 
𝜎𝜎𝜃𝜃𝑋𝑋𝜃𝜃𝜃𝜃𝑊𝑊𝐴𝐴 be the resulting state. Then 𝜌𝜌𝜃𝜃𝑋𝑋𝜃𝜃𝜃𝜃𝑊𝑊𝐴𝐴 = 𝜎𝜎𝜃𝜃𝑋𝑋𝜃𝜃𝜃𝜃𝑊𝑊𝐴𝐴.

Idea: take 𝜃𝜃𝑖𝑖= 0 to be the sample subset 𝑇𝑇 in the sampling technique on the 
state obtained after 𝑈𝑈. So the estimate 𝛽𝛽 of the relative Hamming weight is the 
computed error rate in QKD. By the Bouman-Fehr Theorem, the error in the 
estimate 𝛽𝛽 of the relative Hamming weight for the rest of the system is 
exponentially small, hence we are close to                                    , where each 
𝑧𝑧 has Hamming weight approx. 𝛽𝛽.



Quantum sampling in QKD
We are close to                                       , where each 𝑧𝑧 has Hamming weight 
approx. 𝛽𝛽.

Lemma (Bouman-Fehr): Given the state above and thanks to the fact that 𝛽𝛽 is 
small, we can bound the min-entropy of 𝑊𝑊, obtained by  measuring in the 
Hadamard basis 

This implies the same bound for                                  .

It remains to compensate for the further classical information that Eve gets. By 
the chain rule, each bit of communication costs at most a bit of quantum min-
entropy. After compensating for 𝑋𝑋𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 and the error-correction syndrome, we 
are left with min-entropy at least  at least                       . 

Privacy amplification completes the proof. 
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