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Lecture 2: LQ games (with mean-field dependence)
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Agenda

@ Jovanovic & Rosenthal 1982-1988’s Model
@ Mean-Field Games (with Jump-Diffusion)
(3@ LQ mean-field games: Direct method

@ LQ mean-field-type games: Direct method

@ Games with common noise
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Mean-Field Games

What tools are useful for users studying dynamical systems with infinitely
many interacting agents?

¢ Mean-field game theory
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Jovanovic & Rosenthal 1982-1988’s Model

e TimereT :={1,2,...}

e At each time ¢, each agent chooses a feasible control action
u(t) € U, s(t),m (1)) c U, m =P

e State change:
P(s(t+ 1) =5 | s(t) = s,u(t) = u,m(t) = m) = F(s'; t,s,u, m),
m(t,.) = Piso.ue)s

¢ The representative agent receives an Instant payoff:
r(t, s(t), u(t),m(r)) € R.

e The evolution of m is given by Kolmogorov equation:
m(t+ 1) = ®@,mn) = [ Fm(t, dscu).

= (@) u(@),mO) ) << BK)
205 Tk B

e Long-term discounted payoff: Z
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Mean-Field Games: some references

L] Inf|n|te number Of agents: Borel 1921, Volterra'26, Hotelling’29,von Neumann’44, Nash'51, Wardrop'52,
Aumann’64, Selten’70, Schmeidler'73, Dubey et al.80-, etc

¢ Discrete-time/state mean-field games:
® Jovanovic'82, Jovanovic & Rosenthal’88, Bergins & Bernhardt'92, Weibull& Benaim’'03-, Weintraub, Benkard, Van
Roy’05-, Sandholm '06-, Adlaska, Johari, Goldsmith’08-, Benaim & Le Boudec’08-, Gast & Gaujal’09, Bardenave’09-,
Gomes, Mohr & Souza’'10-, Borkar & Sundaresan’12, Elliott'12-,Bayraktar, Budhiraja, Cohen’17- etc
¢ Continuous-time mean-field games
® Krusell & Smith’98, Benamou & Brenier'00-, Huang, Caines, Malhame’'03-, Lasry & Lions’'06-, Kotelenez & Kurtz'07-, Li
& Zhang'08-, Buckdahn, Djehiche, Li and Peng’09-, Gueant'09-, Gomes et al.09-, Yin, Mehta, Meyn, and
Shanbhag’10, Djehiche et al’ 10, Feng et al.'10-, Dogbe’10-, Achdou et al.10-, LaChapelle’10-, Zhu, Basar'11,
Bardi'12, Bensoussan,Sung,Yam,Yung'12-, Kolokoltsov’'12-, Carmona & Delarue’12-,Yong'13-,Gangbo & Swiech’14-,

Pham’16-,Fischer'17-,Nuno’17-,etc

common assu mptionS: Indistinguishability per class+large number of agents+regularity
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A Class of Mean-Field Games (with Jump-Diffusion)

Infinite number of agents

individual state:

ds; = D(t, s5i(t), ui(t), m(1))dt + odB;+ fe)p(t, O)N;(dt, d), so ~ my.
payoff: E[A(si(T),m(T)) + [ (¢, si(0). ui(t), m(1))dr]

e m : "mean-field” generated by the infinite population.

Best response to mean-field: arg min, {H(¢, s;,m,p) = [ + D.p}
Dynamic Nash Equilibrium : No agent has incentive to deviate unilaterally
+ ConSiStency. (see Jovanovic’82)
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Mean-Field Equilibrium System (with Jump-Diffusion)

e Pontryagin’s approach:

m(0), m; = —(Dm)s + (07>m)gs+J*[m),

dp = —Hydt + qdB+ [, 4(t,0)Ni(dt,db),

P(T) = hy,(si(T), m(T)) i

5i(0), ds; = Ddt + odBi+ [, u(t, O)Ni(dt, d6),
e Bellman’s approach:

m(0), m; = —(Dm); + (0> m)g+J*[m],

vy + H(t, si,m, vg;) + %2\1&.&. +J[v] =0,

v(T, 5i(T)) = h(si(T), m(T)),

J] = JoDv(t, si + p) = v(t, 5:) = pvg, (¢, 5)1(d6)

Q: Existence? Uniqueness? Implementation?

See Benamou-Brenier'00, Lasry & Lions'06-, Gomes et al'10-,Bensoussan et al’12-, Kolokoltsov'12-, Carmona & Delarue’12-
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Evacuation of Multi-Level Building
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Ground Floor
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163 floors: dynamics and sky-bridges

Six Refuge Areas and Grand Floor Evacuation Zones

Floor Dynamics
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Constrained mean-field game: an example
h1, hy are non-decreasing functions of G, ¢
o State of agenti: §; = u;, si(t)e DCR3, u; pp =0

e Local congestion measure: G;, ((s;) number of people inside the
m—ball B(s;, &)

e An agent is represented by a box (which occupies a certain "space” in the building !)
o ¢ : between 0.5 and 2 meters, ||u;|| : between 0 and 0.8 m/s
¢ Instantaneous cost of i: h1(Gi.(si, mm))lluillz + ho(Gi (5, mi )

min = Z 65'/--

J#i
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Constrained Best Response Problem

infy, {g(si(T), Gipe(si(T), m;n(T)))

+ I (Gocsicmi DNl + (G i) ]
5i=u;; ui() e U, si(0)e DcR3:;

u; 1op = 0.

Dlﬁlcu"y Gi,n,s(sia ) = Zj;&i 1 d(sj,si)<€; = f IlB(s,-,Ei)(y)mi,n(dy) is
discontinuous.

Given m ,
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(mfs)

v+ H(s,vy,G(.)) =0, on(0,T)xD
H(s.p.G) = 7l — y(G(t.5)),
w(T,s) = g(s), on D
Gt s@)m) = [ g o Mt dY)
m; + divs(mH),) = 0, mg(.) on D
u=0, ondD
u = k(.), atexits
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Second order system

(mfss)

Tembine (NYU)

v+ H(s, v5, G(5)) + 50?0 = 0, on (0,T) x D

H(s.p.G) = gl — n(G(s)),
v(T,s) = g(s), onD
G(t,s(t)) = f) cBsie M AY)
my; + divs(mH),) — %((rzm)“ =0, mg(.)onD
u=0, ondD
u =k, atexits
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Constrained mean-field game: a basic example

Evacuation Queues

@ Djehiche B., Tcheukam A., and Tembine H.: A Mean-Field Game of Evacuation in a Multi-Level Building, IEEE Transactions on
Automatic Control, October 2017
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Evacuation and Smoke

A simple mean-field game model:

¢ |ocal congestion measure : counting process

e each agent makes strategic decisions under constraints
o strategic behavior and queues at the stairs/exits
Ongoing:

e combine the mobility patterns with smoke and flame dynamics

N

[m]

=
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LQ mean-field games: Direct method

No PDEs No SMPs:
Does the Direct method extend to LQ mean-field games ?

@ Partial answer in: B. Djehiche, H. Tembine: On the Solvability of Risk-Sensitive Linear-Quadratic Mean-Field Games, Preprint
2015.

Tembine (NYU) Linear-Quadratic Mean-Field-Type Games June 18-29, 2018 19/42



A simple example of mean-field game

L := g(T)sX(T) + g(Dm(T)I* + fOT (), 0
q(T) >0, q(T) +q(T) = 0.

LQ MFG: a trivial example
Decision-maker i :

inf,, E[L;] subject to
ds; (1) = u;j(t)dt + s;(0)[odB;(t) + f@) w(O)N;(dt, do)], 2)
5i(0) € Ly, (R), 5;(0) 1L {B;, N;}.

m : the average state created by others (infinite number of other
decision-makers).
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Mean-field equilibrium cost
MFE cost: L, = [Z]e_z o ar | a(O)] 2(0), ;
a(t) =c [1 = W] , c=a’+ fae@ ©2(O)v(d6), &
Mean-field equilibrium strategy
Best response strategy: u;(t) = —a(1)s;(?),
sit) = (s(O) ol —adr) LB+ [0 u)Ni(drd6) @)
t) = s(0)e™ b oW dr
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T
dryft) = uit)dt + i) (adﬂ, + / 1(6)N:(d, dﬁ))
(]
i
t’/’,
u:. ‘—o(t)‘ :
‘ Riccati Coeffcient

Figure: Equilibrium control action in

Figure: State dynamics. feedback form
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From mean-field games to mean-field-type games

Current mean-field games literature need to be extended to include

e non-symmetry, non-negligible effect of individual decision on the
mean-field term

e motivation: variance reduction (Markowitz’1952)

@ Markowitz, H.M. Portfolio Selection. J. Financ. 1952, 7, 77-91.
@ Markowitz, H.M. The Utility of Wealth. J. Politi. Econ. 1952, 60, 151-158.

@ Markowitz, H.M. Portfolio Selection: Efficient Diversification of Investments; John Wiley & Sons: New York, NY, USA, 1959.
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Mean-Field-Type Control

Some prior works on Mean-Field-Type Control:
@ A. Bensoussan, B. Djehiche, H. Tembine, P. Yam: Risk-Sensitive Mean-Field-Type Control, CDC 2017.
@ M. Lauriere, O. Pironneau, Dynamic programming for mean-field type control, C. R. Acad. Sci. Paris, 2014

@ A. Bensoussan and J. Frehse and S.C.P. Yam, Mean-Field Games and Mean-field Type Control, Springer Briefs in Mathematics,
2014.

@ R. Buckdahn, B. Djehiche, J. Li, (2011) A general stochastic maximum principle for SDEs of mean-field type, Appl. Math. Optim.,
64:197-216.

@ D. Andersson and B. Djehiche, A Maximum Principle for SDEs of Mean-Field Type, Appl. Math. Optim. 63 (2011) 341-356.

R. Buckdahn, B. Djehiche, J. Li, S. Peng, (2009) Mean-field backward stochastic differential equations: a limit approach, The
Annals of Probability, 37(4): 1524-1565.
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What is a Mean-Field-Type Game ?

Mean-Field-Type Game

Any game in which the payoffs and/or the state dynamics coefficient
functions involve not only the [state and action profiles] but also the
distribution of state-action pairs.

payoff(state,action, distribution)

Li(s,ur, ... un, D)), kernel : K(s, u, D) ds”)

@ The number of agents is not necessarily large.

Quantity-of-Interest

variance, skewness, kurtosis, value-at-risk, success probability,
mean-variance payoff etc
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Mean-field-type game theory

Mean-field-type game theory is the multiple agent generalization of single
agent mean-field-type control.

Key change:

e Agents’ payoffs and state transitions can now depend on other agents
as well.

Example: comfort temperature control in a multi-level building
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What is a Mean-Field-Type Game?

Game with distribution-dependent quantity-of-interest
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What is a Mean-Field-Type Game?

Game with distribution-dependent quantity-of-interest

variance?
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What is a Mean-Field-Type Game?

Game with distribution-dependent quantity-of-interest

variance?
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What is a Mean-Field-Type Game?

Game with distribution-dependent quantity-of-interest

variance?

quantile?
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What is a Mean-Field-Type Game?

Game with distribution-dependent quantity-of-interest

variance?

skew? quantile?
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What is a Mean-Field-Type Game?

Game with distribution-dependent quantity-of-interest

risk? variance?

skew? quantile?
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Agenda

@ Jovanovic & Rosenthal 1982-1988’s Model
@ Mean-Field Games (with Jump-Diffusion)
(3@ LQ mean-field games: Direct method

@ LQ mean-field-type games: Direct method

@ Games with common noise
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LQ mean-field-type games: Direct method

No PDEs No SMPs:

Does the Direct method extend to mean-field-type games ?
Partial answer in this talk
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A simple example of mean-field-type game

L; := q(D)s(T) + (NEs(D + )| ul(vydr,
q(T) > 0,q(T) + g(T) > 0.

LQ MFTG
Decision-maker i :

inf,, E[L;] subject to
ds(t) = u(H)dt + s(t)[odB(t) + f® w(ON(dt, do)], (6)
s(0) € L*(Q,R), s(0) 1L {B,N}.
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MFTG equilibrium cost

L; 4, = BOIEs(O),
B + ca(r) = B7(1) = 0, B(T) = q +3.

MFTG: equilibrium strategy
ui(f) = —a(1)(s(t) — Es(1)) — BOEs(7),

a/(t)=c[l—m],
c—q
c=o0%+ fee@) ,112(0)v(d0),

Es(f) = s(0)e~ b A 4|
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dn(l) = w(t)dt + (0 (udB, + /

(23]
i

(6N (dt, dB))

u %01 < R
R — (B},

_ Riccati Coefficients

Figure: Equilibrium control action in

f k form: MFT
Figure: MFTG: More cautions ? eedback form G
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The price of simplicity:

Ly, —L

'mftg

Cost

|~e-Mean-field equilibrium cost

|—Mean-field-type solution cost|

Cost

q

Price of Simplicity

Tembine (NYU)

Price of Simplicity

0<q<30
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Game Problem |

L= %qi(T)sz(T) + %éi(T)[E(S(T))]Z
+

9
L @080 + GOESO + @l + 7oEwo P d. O
Decision-maker i :
inf,, E[L;] subject to
ds(t) = {a(t)s(t) +a(ELs()] + X1, b)) + B Bj(z)E[uj(t)]} dt 10)

+a()dB(t) + [y p(t, O)N(dt, db),
s(0) € L*(Q,R), s(0) 1 {B,N}.

@ T. Basar,B. Djehiche, H. Tembine: Mean-field-type game theory, under preparation

@ T. E. Duncan, H. Tembine: Linear-Quadratic Mean-Field-Type Games: A Direct Method, Games Journal, Jan. 2018
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Solution to Game Problem |

A Esz(O) < oo, ri(t) > 0,ri () + 7(t) > 0, qi(t) > 0, q;(t) + gi(¢) > 0.

Theorem
Mean-Field-Type Nash Equilibrium

inf et EILi] = E {$i(0)(5(0) - 5(0))* + 38:(0)[5(0)

+y:(0)5(0) + 6;(0)}
* i bi b
u;, = _%a'i(s (r:r )(ﬂls +7i)s .
- _ bi+b; - bi+bi
% =la+a- ?:1 (r;-—l-r) Bils + ﬂ= (ri:'?i) Yir
5(0) = 3p.
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Riccati System for Nash Equilibria

b?
a; + 2aa; — b—a = 2@ Yjzi + 7t qi= 0,

ai(T) = q,(T)

bj+b))

Bi+2a+ap - UL op 5 U g g4 g =0,
Bi(T) = qi(T) + gi(T), . )

. - b; ]_7,‘2 (b b) (b b)
Yi+ (a+a)y; - %ﬂi%‘ = Bi Xjzi i,:,’, Yj = Vi Xj#i r,++r, B =0,
yi(T) =0,
5. . (b+b) (b+b) 1.2 Ov(do 0

i = Yi Yjgi By — S 3Y; + 07+ o 0)v(do)] s =
6i(T) =0

(12)
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Game Problem (with Common Noise)

Li := Lgi(D)$X(T) + LaiDIEGDIFE)P
+3 oT {%’(t)SZ(t) + giO)ELs() IF 1)? (13)
+rOUX0) + FOE@OIF )P dr.

Decision-maker i :

inf,, E[L;] subject to

ds(t) = {a()s(@) + a@E[s(t) | F,]

+ 2 biOuiCt) + Xy biBlui(r) | 771 dt (14)
+o(t)dB(1) + [ pu(t, ON(dt, dB) + o(1)dBo(1),

s(0) € L2 (R), 5(0) L {B,N}.

@ T. E. Duncan, H. Tembine: Linear-quadratic mean-field-type games with jump-diffusion and an observable common noise: A
direct method, Preprint, 2018
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Solution to Game Problem (with Common Noise)

A EsZ(O) < 4oo, ri(t) > 0,ri() + 7(t) > 0,qi(t) > 0, q;(¢) + gi(¢) = 0.

Theorem
Mean-Field-Type Nash Equilibrium

inf et EIL] = E {$i(0)(5(0) - 5(0))* + JB(0)3(0)

+7i(0)3(0) + 6;(0)}
u; = —ﬁai(s — 8= (l;‘if')(ﬁlﬁ + i), 15
n o (bith)’ 5 1a n (bi+h)? (15)
ds={la+a-3_, e s 1 K ) W —— ——= vy }\dt+0,dB,,
5(0) = 3o,

X = EIX(0) | 721
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Stochastic Riccati System for Nash Equilibria

2

b? b;
da; = — {2aa/,- - #al.z = 20; Xjzi Tj-aj + q,-} dt + [a;,1dB,,
ai(T) = q«(T),

4pi =~ {20+~ U 2,5, L + g+ i
+BioldB,,
Bi(T) = qi(T) + g«(T),
dy; = - {(a + @)yi+BioTo — “’;*j’r Gitbi) g, (16)
—Bi Zji (hﬁ;]%)z Yj = Vi Djsi (b,ibr) ,3,} dt—[oopildB,,
vi(T) =0

_ 1 2 (bj+D))? (bi+b)* 1_2
déi——{szoﬁiﬂ’i,offo—%zm i P w2

+ [O'2+ f@luz(l‘, Ov(do)] 2Cl’l} dt— [0-071']5130
5(T) =0
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Summary: Multi-agent purely-selfish approach

the common noise brings stochastic Riccati system

§ is an FB--adapted process

Regularize the processes (y;); and (6;);

the purely-selfish approach leads to a coupled Riccati system

simple use of 1td’s formula for jump-diffusion process

¢ No Bellman principle, No Pontryagin principle were employed
e no SPDEs and no SMPs
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Agenda: next step

¢ Recitation 2: Price Formation in the Smart Grid
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Agenda

@ Price Formation in the Smart Grid: complete information

@ Price Formation in the Smart Grid: INcomplete information
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Price Formation in the Smart Grid

Dynamic price model taken from Roos’1925:

Dynamic log-price adjustment

@ Roos C.F. (1925): A Mathematical Theory of Competition, American Journal of Mathematics, 47, 163-175

@ Roos C.F. (1927): A Dynamic Theory of Economics, Journal of Political Economy 35, 632-656

Log-price adjustment with Jump-Diffusion-Common Noise

@ B. Djehiche, J. Barreiro-Gomez, H. Tembine: Electricity Price Dynamics in the Smart Grid: A Mean-Field-Type Game
Perspective, accepted and to appear in International Symposium on Mathematical Theory of Networks and Systems MTNS 2018
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Price Formation in the Smart Grid

sup,, E{—Ze~" (s(t1) = (1)) + [ e [$u; — Cy(up)) dt),
ds = nla— XL, u; = sdt+[odB + |, u(O)N(dt,db)] + ,dB,,

s(to) = s0,
qg>0,n>0,1;>0,1 <1,

Tentative Interpretation
e B, : common noise
o 5(t) = E[s(?) | 7—;30], conditional expectation
e Su; : gain
_ 1.2, 1=22
o Ci(u;) = ciu; + 5ru; + 57, cost

e ¢; : type of decision maker i : setup marginal cost
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Equilibrium strategy of i :

* @ & o SA=nB)—(ci+nyi
%:_%@_@+ij%%ﬂw,
Conditional equilibrium price of i :
n ~ n P,
ci + . 1 — .
G=nla+y T gl 4y Pillg +opaB,, @
—d T + T —d T + Tj
J=1 j=1

8(t0) = S0,
Equilibrium revenue of i :
E3a;i(to)(s(to) — §0)* + 3Bi(t0)85 + ¥it0)So + 6(10).
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2 @
A = | (4 + 2 — a2 = 2P | = Ldt + @i 0dB,.,
ri —l rj
J#I
ai(t1) = —qi,

. » 1 —np; »
= s+ 2~ SO S LG s,

i i P rj+r;

Bi(t1) =0
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dy; = {(/li +n¥i — nBia — Biooo +

~ i+ Y ~
p; Y L }dr - Bio.dB,,

ri+r

ri+T
g Y

- ~ 1 -, 1
d3; = —{ -6 + Eaﬁﬁi + 50 (02 + f ;ﬂ(@)v(d@)) +nya
Q]
N L(ci+my)? . ¢j +myj .
+¥i00 0 + E—l 773/1 + 17y; E J Y _J dt — o,¥:dB,,
ri+r; i rj+rj

6i(t1) =0,
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Numerical example

Table: Parameters Scenarios 2 and 3

Parameter value
Al 1.5
Po 50
Do 50
c1 1
2

c3 10
Aty .., A3 0.1
s 0.5
a 1
1,71 1
r, 12 2
3,73 3

q 1
D up +uy +u3
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pit) (with s=10)
pit) (with s=30)
~——— pit} (with s=100}
—_—

time [s]

Figure: Sample Price dynamics.
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Brownian and Jumps

time [s]

Figure: Sample jump-diffusion

o = =
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Price and Expected Price

E

w
&

©
8

n
&

05 1
time [s]

Figure: Equilibrium price.



Optimal control input

—ut'y

05 1
time [s]

Figure: Equilibrium strategies.
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Bayesian Mean-Field-Type Game

Dynamic price model under incomplete information about the type of other
agents

sup,, B{—%e™4" (s(11) - 3(1))* + fttl e [3u; — Ci(uy)] dt),

ds = nla— 3}, uj — sldt+[ocdB + @M(H)N(dt, do)] + o,dB,,

505

qg>0,n>0,24>0,1<t, (5)
3(t) = ELs(r) | 71,

Ci(u;) = cju; + %r,'u% + %7’,‘1}%,

(ci, i, 1) - type of decision maker i

Agent i does not know (c_;, r_;, 7—;)
but has &_;(.|c;, 11, 7;) the conditional probability law over (c_;, r—;, 7—;) J
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Equilibrium strategy of i :

~y _ M@ &y o SA=nB)—(ci+nyi)
i = (s =8 + T
Conditional equilibrium price of i :
A i+17; - 6
ds=n {a + fzjl'l:l C]rjjgl dé_i(|ci, ris Ti) (6)

A 1-nB; -
—s(l + ij’.’:l ron:i_’df_i(.lci, Fis r,-))} dt + o,dB,,
8(t0) = S0,
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2 A
iy = (b + 20 = 207 = 2020 [ Sy e lcis i)} + B,
ai(t1) = —qi,

d/’él»={ul-+2n)ﬁ,- S A rf'f’df i |cl,rl,r,>}dt

+ﬁi,odBo,
Bi(t)) =0
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o 2 P, P, 1- Ai i i
m@=&&+nwrwwﬂ—&¢m+Lﬂ%ﬁﬂl+n%faﬂ,fdfxwhmn>
—%JZmifwfﬂwnm}w—&%ﬂh

5i(0) = 0

A

d§; = -{ = A + 302 + Sai (0 + [ 12O)V(dB)) + nyia

+n¥; - N
+¥i000 + % (CI:ZZ: + U%f Z]#l L,/f..:]%./j dé_i(lci, ri, ri)}dt — 0,¥idB,,
5i(11) =0

Tembine (NYU) Linear-Quadratic Mean-Field-Type Games June 18-29, 2018 18/20



Agenda: next step

e Lecture 3: Social cost, Robustness, Bargaining, Empathy, Coopetition
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THANK YOU
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