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Agenda

(@ What is a Game ?

@ What is a Mean-Field-Type Game ?

@ Learning Goal
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Games in Strategic/Normal Form

Strategic-form games'’
¢ set of agents
¢ set of actions for each agent
¢ objective (pay-off) functions for each agent
The payoff function is determined by the realized action profile.

Payoff: L;(uj,uy,...), ie{l,2,...}
Nash Equilibrium: L;(u},u5,...) = min  Li(uj,...,u;_, i, u;,,...),
w€U;(u” )
ief{l,2,...}

1 Cournot 1838, Bertrand 1883, Borel 1921, Edgeworth’25, Roos’25, von Neumann’28, Fisher'30, Stackelberg'34, Ville'38, Nash’50,
Isaacs’65, Hamilton'67, etc
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State dependence

State-dependent strategic-form games:
o set of states, s, ~ P(.|s,u)
¢ set of agents,
e set of actions for each agent (may depend on the state),
¢ objective (pay-off) functions for each agent.

The instant payoff function is determined by the realized state-action
profile.

Instant Payoff: [;(z, s(), ui(t),ux(2),...), i € {1,2,...}

@ Shapley, L. S. (1953). Stochastic games. PNAS 39 (10): 1095-1100
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What is a Mean-Field-Type Game ?

Mean-Field-Type Game

Any game in which the payoffs and/or the state dynamics coefficient
functions involve not only the [state and action profiles] but also the
distribution of state-action pairs.

payoff(state,action, distribution)

li(t,s,ay,...,an, D u)), kernel : K(t,s,a, Ds.q);ds”)

@ The number of interacting agents is not necessarily large.
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Games with Drift-dump-Diffusion-Regime Switching

e Multiple agents 7 :={1,2,...}
o state dynamics: drift, diffusion-jump-regime switching

e agent i’s cost functional is: L;

Strategies
¢ Information structure
e Open-loop strategy: measurable function of time and initial data
e State-and-[conditional expectation of the state] feedback strategy,
e Closed-loop strategy
e Randomized non-anticipative strategy (with time delay)

@ open-loop and closed-loop optimal strategies may be DIFFERENT !
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@ Difference between "Control Action” and "Strategy” (Policy) ?
e U, : set of pure controls of i : measurable map u; : [0,T] — U;
o I'; : set of pure strategies of i : y; : R Hj# U; > (sg,u_j) > U;
o LetS={(Q,F,P)|F C Borel(Q),P prob.on (Q,F}.
Random strategy of i : {(Q;, 77, P)), ¥i}
o (Q,Fi,P)eS
e ¥i: RxQ; X [];x; U; — U; Borel-measurable

e For any so, w;, u_; — vi(sg, w;, u_;) is non-anticipative with delay for
some delay 7; > 0

u_j=v_jae.onl0,t] = yi(,,uy)=v.,v_) a.e.,on [0,t+T1;].

e Behavior mixed strategy considers P(U;) instead of U; following the
standard randomization procedure

@ R. Aumann, Mixed and behavior strategies in infinite extensive games. 1964 Advances in Game Theory pp. 627-650
Princeton Univ. Press, Princeton, N.J.
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Solution Concept

e U; : set of strategies of agent i
e EL; Expected value of the objective functional is considered

Nash Equilibrium
No agent has incentive to deviate unilaterally

u; € argmingeqq, E[Li(. .., u; w07, .. )], i€

@ open-loop and closed-loop equilibrium may be DIFFERENT !

Bayes-Nash Equilibrium

Type distribution: ¢ € P(]]; Z)
Include the available information Z - U,
u € argmingeq;, B[ [ Li(...,u,up il .. 520, 2-)€(dz—ilz)], i € T
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Learning Goal
Solve the following problem without using sophisticated PIDEs or SMPs.

Problem : inf, EL;
Li = 3qirvar(s(T)) + 33ir5°(T) + £3(T3(T)

+3 fO (qlvar(s) +§i5% + rivar(u;) + it )dt

+ fOT (E,'l cov(s, u;) + &15u; + epit; + 8,‘3§)dl,
ds =[byg+ bi(s —5) + 515 + er-lzl b,-g(uj I/t,) + Z bjzu, 1dt
+og+o1(s—3) +T15+ 21’7:1 op(uj — i) + ZFI Tju;ldB
+ Joluo + pi(s =) + s + Ty up(u; — i) + X, fpiIN(dr, d6),
s(0) L {B,N},
5(8) ~ s -
= Els IF], # :=Ely 7],
qi(t,3), bi(t,3); o (1,5); @ (8, 3), b(2,3); 5(1,5) € R,
w(2,5,6) € R, 3(r) € S(finite),
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Model specification

Drift Diffusion Jump Regime Switching
b(.) B N 5

Conditional McKean-Vlasov
Coefficients: functions of

(t,3(), s(0), Els 17,1, {u; (), Bl () 1F Bjeqr 2...)s

@ McKean-Vlasov # Liouville dynamical systems.
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Discrete time game problem

Problem : inf,, EL;

L; = qixsg + Gix(Elsg])* + €3k Elsk]

+ X8 qis? + G Else))* + il + Fic(E[ux])?

+2 YK € + & (Elsk)Elui] + €nrElui] + €kElsk],

subject to (3)
Sk+1 = (bOk + bk + buElsi] + Xy bk + X bk E [ujk])

+ (O'Ok + o sk + OBl + X ok + X4 ﬁ'jZkE[ujk]) Wkt1s

s(0) = s,

@ wy is a (possibly) correlated noise process E[wi] < +oo. It
does not need to be Brownian, Gaussian ...
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How do we solve Stochastic Games?
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How do we solve Stochastic Games?

Pontryagin

principle?
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How do we solve Stochastic Games?

Pontryagin

principle?

Bellman
principle?
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How do we solve Stochastic Games?

Pontryagin

principle?

Wiener Chaos
Expansion?
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How do we solve Stochastic Games?

Pontryagin

principle?

Direct Wiener Chaos
Method? Expansion?
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How do we solve Stochastic Games?

Deep Pontryagin
Learning? principle?

Direct Wiener Chaos
Method? Expansion?
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Input from Engineers, Students and Beginners

What tools do you use?

Problem Solving
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Input from Engineers, Students and Beginners

What tools do you use?
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Input from Engineers, Students and Beginners

What tools do you use? Other tools

¢ Direct method

¢ Polynomial chaos
e Learning

o Efficient
approximation

o = = = = 9Dac



How to solve the discrete or continuous time game problem?

?2 No PDE no SMP
No Bellman-Shapley operator,

No Lagrange multipliers
No PDE - No SPIDEs - no Bellman system
No MP - no SMP - no Pontryagin system

Tembine (NYU) Linear-Quadratic Mean-Field-Type Games June 18-29, 2018 15/19



Agenda

Direct
Method

Tembine (NYU) Linear-Quadratic Mean-Field-Type Games June 18-29, 2018 16/19



Agenda

Q Games
no MF

Beyond Direct
LQ Games Method
Coopetition
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Agenda of Lecture - Recitation

Lecture 1: linear-quadratic control and games
Recitation 1: Roos 1925

Lecture 2: linear-quadratic control and games of mean-field type
Recitation 2: Price formation in the smart grid

Lecture 3: "Social” Cost, Robustness, Bargaining,
Empathy, Coopetition

Recitation 3: Blockchain-based technologies

Lecture 4: How far can we go without PDEs without SMPs ?
Recitation 4: Discrete-time and beyond LQ
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Agenda: next step

e introduction to linear-quadratic control and games
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Lecture 1 : Introduction to
Linear-Quadratic Control and Games

Tembine (NYU) Linear-Quadratic Mean-Field-Type Games June 18-29, 2018 3/24



«0O0>» «F»r «Z» « Q>

Part I: Direct Method

i
-



Agenda

@ Single Agent Decision-Making: Deterministic
@ Single Agent Decision-Making: Stochastic
@ Multiple Agent Decision-Making: Deterministic

@ Multi-Agent Decision-Making: Jump-Diffusion
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One Agent: LQ Deterministic case

T
Lo := qo(T)s*(T) + [ uj(t)dt
Decision-maker 0 : inf,, Lo subject to (1)

§=ug, s(0)=s9€R,
uo(.) € Uy = R unconstrained.

Direct method

(T)s*(T) = a(0)s*(0) + fOT a(t)s>(t) + 2a(t)s(t)uo(t)dt,

Ly — a(0)s%(0)
= [qo(T) — a(DIS(T) + [ (1) + 2a0)s(Oyuo(t) + (1) (1)]dr
= {go(T) — a(TYS*(T) + Jj {uo(r) + (D)) +{a(0) — &>(0)s>(t)dr
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One Agent: explicit solution

One Agent

T
Lo := qo(D)s*(T) + [ ud()dt
Decision-maker O : inf,, Ly subject to
§=ugy, s(0)eR.

One Agent: explicit solution by means of Direct method
inf ,c1s, E[Lo] = @(0)s*(0),
state-feedback: uj = —as,
Riccati: @ —a? = 0, a(T) = qo(T), = a(f) = —

Lyt
s(t) = s(0)e= b 2O = 50)(1 = ——),

40
L1
a0
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Constrained case: non-convex action constraint

One Agent with non-convex action set

Lo := [ s*(tyds

Decision-maker 0 : inf,, Lop subject to
S =up, s(0)=0,

up(.) € {—1, +1} := Uyy.

Randomized strategy (see also Borel 1921 on colonel Blotto games)

z,()() = fOT §2(t)dt

Decision-maker 0 : inf; Lyy subject to
S=f0,—a_,

uy ~ 041 +0_0_1, 0s €[0,1], 0y +01_ =1,
50)=0
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Non-convex action constraint

One Agent with non-convex action set

Lo := [ $2(yar
Decision-maker 0 : inf;, Loo subject to

S=iy — U,

upy ~ l’/\i_é_l + l’/\t+6+1, fti € [0, 1], l’/\t+ + 12_

50)=0

A trivial solution

i\li = I,/\l_ = 5,
1
Uy ~ 3[6-1 +641],
*
Ly, = 0

1

@ Non-convexity of Uy, may create non-existence of optimal pure

strategy
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One Agent: LQ Stochastic (mean-field free) case

T
Lo := qos*(T) + [, ud(t)dt
Decision-maker 0 : inf,, E[Lo] subject to (3)
ds = updt+odB, s(0) € R.

Direct method
a(T)s*(T) = a(0)s%(0) + fOT as® + 2asugdt + fOT o2adt + fOT 20asdB,

Lo = a(0)s%(0) = {go(T) — a(T)}s*(T)
+ fOT{uo + as)? + {a — o?)s*di+ fOT otadt + fOT 20asdB
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One Agent: LQ Stochastic (mean-field free) case

Stochastic optimal control problem

T
Ly := qos*(T) + [, ud(t)dt
Decision-maker 0 : inf,, E[Lo] subject to
ds = updt+odB, s(0) € R.

Explicit solution by means of Direct method

infyens, ElLol = aO)[sO)>+ [ o2ad,

state-feedback: u;, = —as,

Riccati: @ —a? =0, a(T) = qo(T),

s(t) = s(0)e” ket | = ffatdr fot odB(t")e* Jy ahar”
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Direct Method: mean-field free case

Risk-Neutral

[3
[3

Duncan T. E. and Pasik-Duncan B., A direct method for solving stochastic control problems, Commun. Info. Systems, (special
issue for H. F. Chen), 12 (2012), 1-14.

T. E. Duncan, Linear-quadratic stochastic differential games with general noise processes, Models and Methods in Economics

and Management Science: Essays in Honor of Charles S. Tapiero, (eds. F. El Ouardighi and K. Kogan) , Operations Research
and Management Series, Springer Intern. Publishing, Switzerland, Vol.198, 2014, 17-26.

Risk-Sensitive: Linear Exponential-Quadratic

[a)

=) [ [

Tyrone E. Duncan: Linear Exponential Quadratic Stochastic Differential Games, IEEE Transactions on Automatic Control, vol.
61, n0 9, Sept. 2016

Duncan T. E. and Pasik-Duncan B., Linear-quadratic fractional Gaussian control, SIAM J. Control Optim. 51 (2013), 4604-4619.

Duncan T. E. and Pasik-Duncan B. , Linear-exponential-quadratic control for stochastic equations in a Hilbert space, Dynamic
Systems and Applications 21 (2012), 407-416. 111.

Duncan T. E. , Linear-exponential-quadratic Gaussian control, IEEE Trans. Autom. Control, 58 (2013), 2910-2911
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Direct Method: mean-field free case

Risk-Neutral Non-Quadratic

@ T. E. Duncan, Some solvable stochastic control problems in noncompact rank one symmetric spaces, Stochastics Stochastic.
Repts 35 (1991), 129-142.

@ T. E. Duncan and B. Pasik-Duncan, Explicit strategies for some linear and nonlinear stochastic differential games, J. Math.
Engrg. Sci. Aerospace, 2016.

@ T. E. Duncan and B. Pasik-Duncan, A solvable stochastic differential game in the two-sphere, 52nd Proc. IEEE Conf. Decision
and Control, 7833-7837, Firenze, 2013.

Tembine (NYU) Linear-Quadratic Mean-Field-Type Games June 18-29, 2018 13/24




Witsenhausen: two decision-makers and two stages

State Observation | Decision ‘ Time stepcost
x0 =X, Yo = X0, uo first stage cost kou? )
X1 = X0+ Ug, | y1 =x1 +wi, u second stage 0
X) = X1 — uj, terminal cost : x3

Information structure based optimal strategies
Find up(yo), u1(y1) such that E[L] is minimized.

@ H.S. Witsenhausen, A counterexample in stochastic optimal control,SIAM J. Contr., 6(1):131-147, 1968.

@ R. Bansal and T. Basar, Stochastic team problems with nonclassical information revisited: When is an affine law optimal? IEEE
Trans. Automat. Contr., AC-32(6):554-559, June 1987.
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LQ Game Problem: deterministic case

Li = 3qi(D)s* (D) + 1 [ 1qios>() + riop1))de

Decision-maker i : inf,. L; subject to (7)
S=as+ Z?:l biu;,
5(0) € R.

Semi-explicit solution

infyeqq, Li = 1a:i(0)[s(0)]?
state-feedback: u; = —%ais,
(8)

2 b?
coupled Riccati: ¢; + 2aa; — af%—zai Zjri 7% +4i =0,
ai(T) = qi(T).

@ T. Basar and G. J. Olsder. Dynamic Noncooperative Game Theory. Academic Press, London/New York, 1982;

@ T. Bagar , On the uniqueness of the Nash solution in Linear-Quadratic differential Games, International Journal of Game Theory
June 1976, Volume 5, Issue 2-3, pp 65-90
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Poisson
o 1 i.i.d exponentially distributed with intensity v
e Nit) =max{n: Xt <t}

Poisson
e N(0)=0
o N(t+ A) — N(t) ~ Poisson(vA)
e N(t) has independent increments
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Poisson random measure
¢ (0®,v) Radon measure
o IfSy,...,S; are mutually disjoint set , the random variables
N(S1),...,N(Sy) are independent (defined over (Q, 7, P))

e For each S, N(S) is Poisson distributed with intensity v(S)

e N is P-a.s. measure

Compensated
o N(dt,d6) = N(dt, dO) — drv(db)

fo (0.11xe ON(d1, d6) — fo, @ d1ov(do) = fo %0 o ON(d1,db) is a
P- martlngale w.r.t the f|Itrat|on a(N(S), Se B0, 1] X B(R))
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LQ Game Problem: mean-field free case

Li = 52T + L [ g5 + riou)]de

Decision-maker i : inf,, E[L;] subject to (9)
ds = {as + Y, b} dt + cdB+ [, p(t,0)N(dt,do),
5(0) € L*(Q,R).

Semi-explicit solution

inf,eq, E[L] = E {%ai(O)[s(O)]z + fOT[0'2+ Jo 122, 9)v(d9)]§aidt}

.o _ b
state-feedback: u; = —Za;s, i ) (10)
b? b;
2L Da; i #Qi +qi =0,

L r

coupled Riccati: @; + 2aa; — a
ai(T) = qi(T).
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Key ingredient of the Proof

Nothing but It6’s formula applied to: %ai(t)sz(t)

F(T. (D))

= (0,50 + [ [fis + fisD + fiss D 1dt + )| o 5B
- 0; Jolfilts s + u(2,0)) = ft,5) — fispa(2, O)Iv(dO)dt
+ [5 o UfiCrss + u(r-, 6)) = fit—, $)IN(dr, dB).

D is the drift term D := as + X1, bju;.
see Cox & Miller'75, Kurtz, Oksendal, Protter.

Tembine (NYU) Linear-Quadratic Mean-Field-Type Games June 18-29, 2018 19/24



Direct Method: How does it work?

Direct
Method
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Direct Method: How does it work?
Guess
functional

Process

identi- Direct [t6’s
L Method formula
fication
Terms
completion
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Procedure

Direct
method
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Procedure

Direct Guess
method functional
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Procedure

lto’s
formula

Direct Guess

Square
method functional

completion

Process
identification
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Procedure

Ito’s
formula

AT T ;

" Risk-Neutral © Direct Guess 1 Square

! —_— . T .

' Problem |  method functional | completion
Process
identification
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Direct method is key
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Direct method is key

Easily
understood




Direct method is key




Agenda: next step

¢ Recitation 1: Roos’'1925-27 model of interaction.
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Recitation 1: Roos’1925-27 model of interaction.

Tembine (NYU) Linear-Quadratic Mean-Field-Type Games June 18-29, 2018 3/10



Agenda

(1) Roos'1925

(@ Price Formation: Bayesian case

(3@ Network Security as a Public Good
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Roo0s’1925-27 model of interaction.

Augustin Cournot, Recherches sur les principes mathematiques de la theorie des richesses, Paris, 1838; translated by N. T.
Bacon, Researches into the Mathematical Principles of the Theory of Wealth, London, 1897; see chapter VII.

Griffith C. Evans, A Simple Theory of Competition, The American Mathematical Monthly, Vol. 29, No. 10 (Nov. - Dec., 1922), pp.
371-380

Roos C.F. (1925): A Mathematical Theory of Competition, American Journal of Mathematics, 47, 163-175

Roos C.F. (1927): A Dynamic Theory of Economics, Journal of Political Economy 35, 632-656

Simaan M., and T. Takayama (1978): Game Theory Applied to Dynamic Duopoly with Production Constraints,Automatica, 14,
161-166

) W) &) & &)

Chaim Fershtman and Morton |. Kamien: Dynamic Duopolistic Competition with Sticky Prices, Econometrica, Vol. 55, No. 5
(Sep., 1987), pp. 1151-1164
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Price Formation
Dynamic price model taken from Roos’1925:

sup,, [ e~ [su; — Ci(up)) d,

§=mnla- 27", ui—sl, ™)
s(10) = 50,

a>0,n>0,4>0,1 <1,

Tentative Interpretation
o Ci(u)) := ciu; + Zlu?, cost of agent i
e 5:price
e y; : quantity produced by i, su; : gain of i

Questions
o Find state-feedback [Cournot]-Nash equilibria using Direct Method

o Find fully cooperative solution using Direct Method
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Price Formation Game with incomplete information
Bayesian game with incomplete information (modified from Roos’1925):

sup,, [ e~ [su; - Ci(up)) dr,
§=mnla—- 25, ui—sl, (2)
s(to) = S0,

Incomplete information
Ciwy) = cqu; + Su?,
r,~+7,~)

e Agent i knows her type (c;, =5

e i does not know the type of the others (c;, %ﬁj)_#i

Questions
¢ Find state-feedback [Cournot-Bayes]-Nash equilibria using Direct
Method
e Find fully cooperative solution using Direct Method

e Conclude
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Network Security as a Public Good

Level of Contribution for Security

sup,, [ e [s(1 - es) = Citup)] d,

§=—as+ Y uj 3)
s(t0) = S0,

>0, 10 <1

o C;(u;) : effort cost
e s(1 — es) : public good when 0 < s < 1.
e J; : discount factor

Questions
¢ Find state-feedback Nash equilibria using Direct Method

o Find fully cooperative solution using Direct Method
e Conclude
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Agenda: next step

e Lecture 2: LQ games (with mean-field dependence)
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THANK YOU
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