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The Colonel Blotto game (Borel 1921)
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§  If              then B wins battlefield i 
–  A tie is resolved in favor of the stronger player 

§  Payoff: sum of values of battlefields won 
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Features of the Colonel Blotto game


§  A general resource allocation game 

§  A simultaneous-move game 
§  A constant-sum game (sum of payoffs = V) 
§  Not a finite game 
§  Payoffs are not continuous 
          à Nash equilibrium? 

§  If                there is a pure strategy equilibrium 
–   B puts              on each battlefield and wins all  
XB ≥ nXA

XB / n
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Applications


§  The Colonel Blotto game is useful in environment where 
–  Strategic attacks are present 
–  Fixed resources have to be allocated 
–  Players move simultaneously 

§  Applications 
–  Information technology (IT) security:  resource (human, 

processor) allocation across tasks.  
–  Emergency relief allocation of state / federal  resources: 

equipment, water, food, medical supplies, air fleet 
–  Anti-terror defenses with fixed resources: the Colonel Blotto 

game allows to consider simultaneous games 
–  Air space patrolling / monitoring 
–  Politics, allocation of lobbying resources, advertisement, etc. 

9 



Outline
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Example: no pure-strategy NE


§  3 identical battlefields  
§  2 identical players 

–  Ties are resolved at random (50-50) 

à There exists a symmetric equilibrium with equal payoffs  

§  There exists no pure strategy equilibrium 
–  Suppose that 
–  Player B’s best response is 
–  Payoffs: 
–  Player A could do better  

v1 = v2 = v3 =1 ⇒ V = 3
XA = XB =1

ΠA =ΠB = 3 / 2

x1,2,3A =1/ 3
x1,2B =1/ 2 and xB

3 = 0
ΠB = 2 and ΠA =1
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Example (2): mixed-strategy NE


§  3 identical battlefields  
§  2 identical players 

–  Ties are resolved at random (50-50) 

§  Suppose A and B use mixed strategies such that the 
marginals are  

–  Each field has resource 1/3 in expectation 
–  Payoffs:  

     à This is an equilibrium! 

v1 = v2 = v3 =1 ⇒ V = 3
XA = XB =1
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ΠA =ΠB = 3 / 2

12 



Example (3): discussion


§  3 identical battlefields  
§  2 identical players 

–  Ties are resolved at random (50-50) 

§  On this simple example:  
–  Pure strategy of 1/3 for player A: 
–  Mixed strategy unif. on [0, 2/3]: 
–  Mixing improves player A’s payoff 

Ø  If attacker is strategic, mixing is essential 
Ø Can we find a strategy for player A/B with the correct 

marginals that satisfies the budget constraint? 

v1 = v2 = v3 =1 ⇒ V = 3
XA = XB =1

ΠB = 2 and ΠA =1
ΠA =ΠB = 3 / 2
from ΠA =1 to ΠA = 3 / 2
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First solution [Gross & Wagner, 1950]: 
the case of two battlefields


§  Complete solution for n=2 with arbitrary 

§  If               , then pure strategy equilibrium 

§  If               , then mixed-strategy equilibrium 
–  Finite number of mass points 
–  The closer              are, the more mass points (i.e., closer to 

continuum)  
–  Example: if                   , and  

h B mixes between   
h A mixes between  

XB,XA and v1,v2

XB ≥ 2XA

XB < 2XA

XB,XA

v1 = v2 =1
XA  and XB − XA
XA  and 0

XB = 2XA −ε
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First solution [Gross & Wagner, 1950]: 
the case of three battlefields


§  Solution for n=3 with arbitrary 
values                  but only for  
symmetric players  

 

§  Marginals:  
–  Easy: show that a distribution with these marginals is an 

equilibrium 
–  Difficult: find a joint distribution with these marginals that 

respect the budget constraint 

§  Extensions of Gross & Wagner (1950) 
–  [Laslier & Picard, 2002], [Thomas, 2013] 

XB = XA

v1,v2,v3

xA
i ~Uniform[0, 2vi

V
XA ],  same for xB

i

Illustration from  
Gross & Wagner ’50 
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Second solution [Roberson 2006]: n 
homogeneous battlefields


§  Solution arbitrary              and arbitrary number n of 
identical battlefields:  

§  Distinguishes several regimes of XA/XB 

XB,XA

v1 = v2 == vn

Illustration from  
[Roberson 2011] 
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Figure 2. Colonel Blotto game
payoffs.

Strong player’s (A’s) payoff

Weak player’s (B’s) payoff
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Blotto game has been extended and provide
directions for future work in this area.

The Majoritarian Objective

The majoritarian Colonel Blotto game is
largely an open question. In the case of
three contests, symmetric players, and
homogeneous contests, the majority objective
game is strategically equivalent to the
plurality objective game. Therefore, the case
of Theorem 1 with n = 3 applies directly
(see Kovenock and Roberson [3] for further
details). The case of three contests, sym-
metric players, and heterogenous contests is
addressed by Laslier [35], who shows that
(as long as vj <

∑
k!=j vk) the case of Theorem

1 with n = 3 applies directly. Observe that
this differs from Theorem 2, the correspond-
ing heterogeneous contest game with the
plurality objective. That is, in the case of
symmetric players and three heterogeneous
contests, the equilibrium in the majoritarian
game involves each contest receiving the
same average resource allocation, while the
equilibrium in the plurality game involves
the contests with higher valuations receiving
higher average resource allocations.

In the case of three contests and asym-
metric resource constraints, Weinstein [32]
provides bounds on the equilibrium payoffs.
But beyond the case of three contests, little is
known about the majoritarian Colonel Blotto
game.

A Nonconstant-Sum Formulation

In the Colonel Blotto game, each player has
a resource constraint and resources are ‘‘use-
it-or-lose-it’’ in the sense that any unused
resources have no value. There are a num-
ber of applications in which unused resources
may have positive value. This issue was first
examined by Szentes and Rosenthal [36] who
examine, among other things, a nonconstant-
sum formulation of the majoritarian Colonel
Blotto game with three contests and symmet-
ric players.8 The equilibrium in this exten-
sion is quite different from the constant-sum
majority game, and we refer the interested
reader to Szentes and Rosenthal [36] for fur-
ther details. As with the case of the constant-
sum formulation of the majoritarian Colonel
Blotto game with symmetric players, the case
of n > 3 is unresolved.

Kvasov [25] examines a nonconstant-sum
formulation of the plurality Colonel Blotto
game with symmetric players, and Roberson
and Kvasov [31] examine the corresponding
asymmetric game. The key insight from
this variation of the Colonel Blotto game
is that—as long as the level of asymmetry
between the players’ budgets is below a
threshold—there exists a one-to-one map-
ping from the unique set of equilibrium

8In this game the players do not face a budget
constraint.

Strong player’s (B’s) payoff 

Weak player’s (A’s) payoff 

XA / XB
Case 1 Case 2 Case 3 
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Different regimes


§  Case 1:                   [players with similar resources] 

–  Mixed equilibrium 

§  Case 2: [resources in intermediate range] 

–  Case 2a:                           mixed equilibrium with continuum  
–  Case 2b:                           mixed equilibrium with mass points 

§  Case 3:               [extreme resource disparity] 

–  Pure equilibrium (multiple) 
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Case 1 [players with similar resources]


§          homogeneous battlefields:  

§  Theorem: If              , then in equilibrium: 

–  Unique equilibrium marginals:  

–  Unique equilibrium payoffs: 

–  Proof:  
h construct a joint distribution with these marginals (direct construction, 

not based on geometric arguments) 
h uniqueness from all-pay auctions results 
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Example of joint distribution


§  Suppose  
§  Need a distribution that respects budget constraints 

with marginals: 

§  Joint distribution:  
–  Reorder the battlefields randomly 
–  Assign 

§  Why does it work?  
–  Take a given battlefield. In the previous procedure, it gets 

h with proba 1/3, 
h with proba 1/3, 
h with proba 1/3, 

à correct marginal overall! 

n = 3, v1 = v2 = v3, XA = XB =1

xA
i ~Uniform 0, 2 / 3[ ],  i =1, 2,3

xA
1 ~Uniform 0,1 / 3[ ], xA

2 =
1
3
+ xA

1 , xA
3 =1− xA

1 − xA
2

xA
1 ~Uniform 0,1 / 3[ ]
xA
2 ~Uniform 1/ 3, 2 / 3[ ]
xA
3 ~Uniform 0,2 / 3[ ]
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Heterogeneous battlefields / asymmetric 
players [Schwartz, L., Sastry, 2014]


A B 

xA
1

xA
2

v3 = w1

vn−3 = wk

xA
n

xB
3

xB
n

v2 = w1

v1 = w1

xA
3

Group of n1 battlefields 
all of the same value w1  

vn−2 = wk

vn−1 = wk

vn = wkGroup of nk battlefields 
all of the same value wk  
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Theorem [Schwartz, L., Sastry, 2014]


§  Assume that, for each group j,                  , then: 

–  Unique equilibrium marginals: 

–  Unique equilibrium payoffs 

–  There exists a valid joint distribution respecting budget 
constraints (proof by construction) 
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Joint distribution construction


§  Step 1: allocate resources to groups of battlefields 
proportionally to total group value:  

§  Step 2: within groups, allocate resources as in Roberson ’06 

A B 

XA
V1
V

Group 1 
 

Value 
V1=n1w1  

Group k 
 

Value 
Vk=nkwk  

XA
Vk
V

XB
V1
V

XB
Vk
V
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Proofs & remarks


§  Remark: possible thanks to assumption  

§  This joint distribution works! 
–  It gives the correct marginals 
–  It respects the resource budget constraint 

§  Uniqueness from all-pay auction results 

§  Requires            for all j and all groups in linear regime 

§  The joint distribution is not unique 

2
nj
<
XA

XB

≤1

nj ≥ 3
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§  The Colonel Blotto game 
–  Model 
–  Solution 

§  Variants and related games 

24 



Variant (1): The General Lotto game


§  Budget constraint imposed in expectation only 

§  Generic solution is much simpler 
–  Find the marginals 
–  Draw each battlefield’s allocation independently 

§  The same applies for a very large number of battlefields 

§  Example: [Myerson 1993] in the context of politics 
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Variant (2): the coalitional colonel Blotto 
game [Kovenock, Roberson 2012]


§  Two players can transfer resources and face a common 
adversary 

§  There exists cases where a self-enforcing alliance 
without commitment will occur 
–  Stronger player of coalition transfers resources to weaker player 
–  Modifies the allocation of A to the two Blotto games 
–  Improves the payoff of both players of the coalition 

Coalitional Colonel Blotto Games 657

Player A

Player  2Player  1

Blotto Game G1 Blotto Game G2

Alliance Transfers

Figure 1: Coalitional Colonel Blotto game schematic.

Blotto games, contingent on the choices of players 1 and 2. Section 4 shows
that self-enforcing alliances without commitment may indeed occur and character-
izes both the range of parameter values for which they arise and the nature
of transfers in such alliances. Section 5 compares the range of parameters for
which positive transfers arise in self-enforcing alliances without commitment
to the range for which positive individually rational ex ante transfers would
arise between players 1 and 2 when complete and binding contingent com-
mitments may be made as to the ex post division of payoffs. We call alliances
in which such commitments can be made alliances with complete commitment.
Section 6 concludes and outlines extensions.

2. The Coalitional Colonel Blotto Game

2.1. Players

There are 3 players, {A, 1, 2}, and two simultaneous Colonel Blotto games,
G1 and G2. Player A competes in both of the Colonel Blotto games, G1 and
G2. Each player i ∈ 1, 2 competes in only one Colonel Blotto game, Gi (see
the schematic in Figure 1). The Colonel Blotto game Gi has ni battlefields,
and we will assume that ni ≥ 3, i = 1, 2.8 Each battlefield j ∈ {1, . . . , ni } in
Colonel Blotto game Gi has a payoff of vi > 0. The total value of Colonel
Blotto game Gi , ni vi , is denoted by φi ≡ ni vi . The force allocated to each bat-
tlefield in each Colonel Blotto game must be nonnegative and each player
i ∈ A ∪ {1, 2} has a normalized budget of Xi , where player A’s normalized
budget is XA = 1. On each battlefield the player that allocates the higher
level of force wins that battlefield. In the case that the players allocate the
same level of force on a given battlefield, the player that has the higher level

8 Moving from ni = 2 to ni ≥ 3 greatly enlarges the space of feasible n-variate distribution
functions, and the equilibrium strategies examined in this paper require that ni ≥ 3.

Illustration from  
[Kovenock, Roberson 2012] 
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Related game (1): The Gladiator game 
[Rinott, Scarsini, Yu, 2012]


§  Rules of the game 
–  Two teams of m and n gladiators 
–  Each team coach allocates a finite amount of “strength” to its 

gladiators 
–  Gladiators fight sequentially, the survivor fights at next round 
–  The outcome of a fight is random, the probability of winning is 

proportional to the strength 
h If player resources are a and b, the probability of winning is a/(a+b)  

–  The first player with no more gladiator loses all 

§  Result:  
–  There exists a pure equilibrium  

h Stronger player allocates uniformly to all players 
h Weaker player allocates uniformly to a subset 

Ø  The randomness is already in the payoff! 
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Related game (2): the FlipIt game [van 
Dijk, Juels, Oprea, Rivest, 2013]


§  Game of timing 
§  Rules:  

–  Each player chooses when to flip 
–  Time is continuous, finite length T 
–  Costs of flip for each player are known 
–  Payoffs: the fraction of time the player “owns” the resource 

§  Results:  
–  If both players flip periodically: characterization of equilibrium 

choice of period 
–  If both players can choose between periodic and renewal flip: 

periodic dominates renewal 
–  More general strategy: open problem! 
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Conclusion


§  Summary:  
–  The Colonel Blotto game (and related games) are beautiful and 

useful to think about resource allocation in a strategic setting! 
–  We can solve the game with asymmetric players and 

heterogeneous battlefields, under minor restrictions 
–  We provide an algorithm for allocating resources across 

battlefields  

§  Applications are numerous 
–  Security, politics, advertisement, etc.  

§  Open questions:  
–  Equilibrium for players with moderately asymmetric resources 
–  Players with unequal valuations of the battlefields 
–  Limit of large number of battlefields  
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