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Figure 2: Our mixture-of-trees model encodes topological changes due to viewpoint. Red lines denote springs between pairs
of parts; note there are no closed loops, maintaining the tree property. All trees make use of a common, shared pool of part
templates, which makes learning and inference efficient.

community and commercial systems such as Google Picasa
[1] and face.com [2] (the best-performing system on LFW
benchmark [3]). We first show results in controlled lab
settings, using the well-known MultiPIE benchmark [16].
We definitively outperform past work in all tasks, partic-
ularly so for extreme viewpoints. As our results saturate
this benchmark, we introduce a new “in the wild” dataset of
Flickr images annotated with faces, poses, and landmarks.
In terms of face detection, our model substantially outper-
forms ViolaJones, and is on par with the commercial sys-
tems above. In terms of pose and landmark estimation, our
results dominate even commercial systems. Our results are
particularly impressive since our model is trained with hun-
dreds of faces, while commercial systems use up to billions
of examples [36]. Another result of our analysis is evidence
of large gap between currently-available academic solutions
and commercial systems; we will address this by releasing
open-source software.

2. Related Work
As far as we know, no previous work jointly addresses

the tasks of face detection, pose estimation, and landmark
estimation. However, there is a rich history of all three in
vision. Space does not allow for a full review; we refer
the reader to the recent surveys [42, 27, 40]. We focus on
methods most related to ours.

Face detection is dominated by discriminatively-trained
scanning window classifiers [33, 22, 28, 18], most ubiqui-
tous of which is the Viola Jones detector [38] due its open-
source implementation in the OpenCV library. Our system
is also trained discriminatively, but with much less training
data, particularly when compared to commercial systems.

Pose estimation tends to be addressed in a video scenario
[42], or a controlled lab setting that assumes the detection
problem is solved, such as the MultiPIE [16] or FERET [32]
benchmarks. Most methods use explicit 3D models [6, 17]
or 2D view-based models [31, 10, 21]. We use view-based
models that share a central pool of parts. From this perspec-
tive, our approach is similar to aspect-graphs that reason
about topological changes between 2D views of an object
[7].

Facial landmark estimation dates back to the classic ap-
proaches of Active Appearance Models (AAMs) [9, 26] and

elastic graph matching [25, 39]. Recent work has focused
on global spatial models built on top of local part detectors,
sometimes known as Constrained Local Models (CLMs)
[11, 35, 5]. Notably, all such work assumes a densely con-
nected spatial model, requiring the need for approximate
matching algorithms. By using a tree model, we can use
efficient dynamic programming algorithms to find globally
optimal solutions.

From a modeling perspective, our approach is similar to
those that reason about mixtures of deformable part models
[14, 41]. In particular [19] use mixtures of trees for face de-
tection and [13] use mixtures of trees for landmark estima-
tion. Our model simultaneously addresses both with state-
of-the-art results, in part because it is aggressively trained
to do so in a discriminative, max-margin framework. For
example, previous approaches train part templates indepen-
dantly, while our templates are trained “contextually” in a
joint optimization. We also explore part sharing for reduc-
ing model size and computation, as in [37, 29].

3. Model

Our model is based on mixture of trees with a shared
pool of parts V . We model every facial landmark as a
part and use global mixtures to capture topological changes
due to viewpoint. We show such mixtures for viewpoint
in Fig.2. We will later show that global mixtures can also
be used to capture gross deformation changes for a single
viewpoint, such as changes in expression.

Tree structured part model: We write each tree Tm =
(Vm, Em) as a linearly-parameterized, tree-structured pic-
torial structure [41], where m indicates a mixture and Vm ⊆
V . Let us write I for an image, and li = (xi, yi) for the
pixel location of part i. We score a configuration of parts
L = {li : i ∈ V } as:

S(I, L,m) = Appm(I, L) + Shapem(L) + αm (1)

Appm(I, L) =
�

i∈Vm

wm
i · φ(I, li) (2)

Shapem(L) =
�

ij∈Em

amijdx
2 + bmijdx+ cmijdy

2 + dmijdy

(3)

−10 −5 0 5 10

−10

−5

0

5

10

x

y

−10 −5 0 5 10

−10

−5

0

5

10

x

y

−5 0 5

−5

0

5

x

y

−5 0 5

−5

0

5

x

y

−5 0 5

−6

−4

−2

0

2

4

6

x

y

Left knee wrt hip Left foot wrt knee Left hand wrt elbowNeck wrt Head Left elbow wrt shoulder

Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Parts as large mixture models

Each distinct placement of parts yields a unique global template

Figure 2: Our mixture-of-trees model encodes topological changes due to viewpoint. Red lines denote springs between pairs
of parts; note there are no closed loops, maintaining the tree property. All trees make use of a common, shared pool of part
templates, which makes learning and inference efficient.

community and commercial systems such as Google Picasa
[1] and face.com [2] (the best-performing system on LFW
benchmark [3]). We first show results in controlled lab
settings, using the well-known MultiPIE benchmark [16].
We definitively outperform past work in all tasks, partic-
ularly so for extreme viewpoints. As our results saturate
this benchmark, we introduce a new “in the wild” dataset of
Flickr images annotated with faces, poses, and landmarks.
In terms of face detection, our model substantially outper-
forms ViolaJones, and is on par with the commercial sys-
tems above. In terms of pose and landmark estimation, our
results dominate even commercial systems. Our results are
particularly impressive since our model is trained with hun-
dreds of faces, while commercial systems use up to billions
of examples [36]. Another result of our analysis is evidence
of large gap between currently-available academic solutions
and commercial systems; we will address this by releasing
open-source software.

2. Related Work
As far as we know, no previous work jointly addresses

the tasks of face detection, pose estimation, and landmark
estimation. However, there is a rich history of all three in
vision. Space does not allow for a full review; we refer
the reader to the recent surveys [42, 27, 40]. We focus on
methods most related to ours.

Face detection is dominated by discriminatively-trained
scanning window classifiers [33, 22, 28, 18], most ubiqui-
tous of which is the Viola Jones detector [38] due its open-
source implementation in the OpenCV library. Our system
is also trained discriminatively, but with much less training
data, particularly when compared to commercial systems.

Pose estimation tends to be addressed in a video scenario
[42], or a controlled lab setting that assumes the detection
problem is solved, such as the MultiPIE [16] or FERET [32]
benchmarks. Most methods use explicit 3D models [6, 17]
or 2D view-based models [31, 10, 21]. We use view-based
models that share a central pool of parts. From this perspec-
tive, our approach is similar to aspect-graphs that reason
about topological changes between 2D views of an object
[7].

Facial landmark estimation dates back to the classic ap-
proaches of Active Appearance Models (AAMs) [9, 26] and

elastic graph matching [25, 39]. Recent work has focused
on global spatial models built on top of local part detectors,
sometimes known as Constrained Local Models (CLMs)
[11, 35, 5]. Notably, all such work assumes a densely con-
nected spatial model, requiring the need for approximate
matching algorithms. By using a tree model, we can use
efficient dynamic programming algorithms to find globally
optimal solutions.

From a modeling perspective, our approach is similar to
those that reason about mixtures of deformable part models
[14, 41]. In particular [19] use mixtures of trees for face de-
tection and [13] use mixtures of trees for landmark estima-
tion. Our model simultaneously addresses both with state-
of-the-art results, in part because it is aggressively trained
to do so in a discriminative, max-margin framework. For
example, previous approaches train part templates indepen-
dantly, while our templates are trained “contextually” in a
joint optimization. We also explore part sharing for reduc-
ing model size and computation, as in [37, 29].

3. Model

Our model is based on mixture of trees with a shared
pool of parts V . We model every facial landmark as a
part and use global mixtures to capture topological changes
due to viewpoint. We show such mixtures for viewpoint
in Fig.2. We will later show that global mixtures can also
be used to capture gross deformation changes for a single
viewpoint, such as changes in expression.

Tree structured part model: We write each tree Tm =
(Vm, Em) as a linearly-parameterized, tree-structured pic-
torial structure [41], where m indicates a mixture and Vm ⊆
V . Let us write I for an image, and li = (xi, yi) for the
pixel location of part i. We score a configuration of parts
L = {li : i ∈ V } as:
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Figure 2: Our mixture-of-trees model encodes topological changes due to viewpoint. Red lines denote springs between pairs
of parts; note there are no closed loops, maintaining the tree property. All trees make use of a common, shared pool of part
templates, which makes learning and inference efficient.

community and commercial systems such as Google Picasa
[1] and face.com [2] (the best-performing system on LFW
benchmark [3]). We first show results in controlled lab
settings, using the well-known MultiPIE benchmark [16].
We definitively outperform past work in all tasks, partic-
ularly so for extreme viewpoints. As our results saturate
this benchmark, we introduce a new “in the wild” dataset of
Flickr images annotated with faces, poses, and landmarks.
In terms of face detection, our model substantially outper-
forms ViolaJones, and is on par with the commercial sys-
tems above. In terms of pose and landmark estimation, our
results dominate even commercial systems. Our results are
particularly impressive since our model is trained with hun-
dreds of faces, while commercial systems use up to billions
of examples [36]. Another result of our analysis is evidence
of large gap between currently-available academic solutions
and commercial systems; we will address this by releasing
open-source software.
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As far as we know, no previous work jointly addresses

the tasks of face detection, pose estimation, and landmark
estimation. However, there is a rich history of all three in
vision. Space does not allow for a full review; we refer
the reader to the recent surveys [42, 27, 40]. We focus on
methods most related to ours.

Face detection is dominated by discriminatively-trained
scanning window classifiers [33, 22, 28, 18], most ubiqui-
tous of which is the Viola Jones detector [38] due its open-
source implementation in the OpenCV library. Our system
is also trained discriminatively, but with much less training
data, particularly when compared to commercial systems.

Pose estimation tends to be addressed in a video scenario
[42], or a controlled lab setting that assumes the detection
problem is solved, such as the MultiPIE [16] or FERET [32]
benchmarks. Most methods use explicit 3D models [6, 17]
or 2D view-based models [31, 10, 21]. We use view-based
models that share a central pool of parts. From this perspec-
tive, our approach is similar to aspect-graphs that reason
about topological changes between 2D views of an object
[7].

Facial landmark estimation dates back to the classic ap-
proaches of Active Appearance Models (AAMs) [9, 26] and

elastic graph matching [25, 39]. Recent work has focused
on global spatial models built on top of local part detectors,
sometimes known as Constrained Local Models (CLMs)
[11, 35, 5]. Notably, all such work assumes a densely con-
nected spatial model, requiring the need for approximate
matching algorithms. By using a tree model, we can use
efficient dynamic programming algorithms to find globally
optimal solutions.

From a modeling perspective, our approach is similar to
those that reason about mixtures of deformable part models
[14, 41]. In particular [19] use mixtures of trees for face de-
tection and [13] use mixtures of trees for landmark estima-
tion. Our model simultaneously addresses both with state-
of-the-art results, in part because it is aggressively trained
to do so in a discriminative, max-margin framework. For
example, previous approaches train part templates indepen-
dantly, while our templates are trained “contextually” in a
joint optimization. We also explore part sharing for reduc-
ing model size and computation, as in [37, 29].

3. Model

Our model is based on mixture of trees with a shared
pool of parts V . We model every facial landmark as a
part and use global mixtures to capture topological changes
due to viewpoint. We show such mixtures for viewpoint
in Fig.2. We will later show that global mixtures can also
be used to capture gross deformation changes for a single
viewpoint, such as changes in expression.

Tree structured part model: We write each tree Tm =
(Vm, Em) as a linearly-parameterized, tree-structured pic-
torial structure [41], where m indicates a mixture and Vm ⊆
V . Let us write I for an image, and li = (xi, yi) for the
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Figure 2: Our mixture-of-trees model encodes topological changes due to viewpoint. Red lines denote springs between pairs
of parts; note there are no closed loops, maintaining the tree property. All trees make use of a common, shared pool of part
templates, which makes learning and inference efficient.
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forms ViolaJones, and is on par with the commercial sys-
tems above. In terms of pose and landmark estimation, our
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Flickr images annotated with faces, poses, and landmarks.
In terms of face detection, our model substantially outper-
forms ViolaJones, and is on par with the commercial sys-
tems above. In terms of pose and landmark estimation, our
results dominate even commercial systems. Our results are
particularly impressive since our model is trained with hun-
dreds of faces, while commercial systems use up to billions
of examples [36]. Another result of our analysis is evidence
of large gap between currently-available academic solutions
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pool of parts V . We model every facial landmark as a
part and use global mixtures to capture topological changes
due to viewpoint. We show such mixtures for viewpoint
in Fig.2. We will later show that global mixtures can also
be used to capture gross deformation changes for a single
viewpoint, such as changes in expression.

Tree structured part model: We write each tree Tm =
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torial structure [41], where m indicates a mixture and Vm ⊆
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Parts as mixture models

Figure 2: Our mixture-of-trees model encodes topological changes due to viewpoint. Red lines denote springs between pairs
of parts; note there are no closed loops, maintaining the tree property. All trees make use of a common, shared pool of part
templates, which makes learning and inference efficient.

community and commercial systems such as Google Picasa
[1] and face.com [2] (the best-performing system on LFW
benchmark [3]). We first show results in controlled lab
settings, using the well-known MultiPIE benchmark [16].
We definitively outperform past work in all tasks, partic-
ularly so for extreme viewpoints. As our results saturate
this benchmark, we introduce a new “in the wild” dataset of
Flickr images annotated with faces, poses, and landmarks.
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Face detection is dominated by discriminatively-trained
scanning window classifiers [33, 22, 28, 18], most ubiqui-
tous of which is the Viola Jones detector [38] due its open-
source implementation in the OpenCV library. Our system
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[11, 35, 5]. Notably, all such work assumes a densely con-
nected spatial model, requiring the need for approximate
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efficient dynamic programming algorithms to find globally
optimal solutions.

From a modeling perspective, our approach is similar to
those that reason about mixtures of deformable part models
[14, 41]. In particular [19] use mixtures of trees for face de-
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tion. Our model simultaneously addresses both with state-
of-the-art results, in part because it is aggressively trained
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example, previous approaches train part templates indepen-
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joint optimization. We also explore part sharing for reduc-
ing model size and computation, as in [37, 29].

3. Model

Our model is based on mixture of trees with a shared
pool of parts V . We model every facial landmark as a
part and use global mixtures to capture topological changes
due to viewpoint. We show such mixtures for viewpoint
in Fig.2. We will later show that global mixtures can also
be used to capture gross deformation changes for a single
viewpoint, such as changes in expression.

Tree structured part model: We write each tree Tm =
(Vm, Em) as a linearly-parameterized, tree-structured pic-
torial structure [41], where m indicates a mixture and Vm ⊆
V . Let us write I for an image, and li = (xi, yi) for the
pixel location of part i. We score a configuration of parts
L = {li : i ∈ V } as:
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Figure 2: Our mixture-of-trees model encodes topological changes due to viewpoint. Red lines denote springs between pairs
of parts; note there are no closed loops, maintaining the tree property. All trees make use of a common, shared pool of part
templates, which makes learning and inference efficient.
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Part models allow us to represent an 
exponentially-large family of global templates

f(x) = max
z∈Z

wz · x+ bz
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Deformation modes
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DPMs as large-mixture models

f(x) = max
z∈Z

wz · x+ bz

- “Double-counting” manifests simply as 
too strong of a weight

- Suggests jointly learning parts is crucial
(more on that later)
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Revisit latent (vs linear) classificationFormal model

z = vector of part offsets

= concatenation of HOG features & part offsets

fw(x) = max
z

w · Φ(x, z)fw(x) = w · Φ(x)

w = concatenation of filters & deformation parameters

Φ(x, z)

Score is linear in x
Positive set {x:fw(x) > 0} 

is half-space

x1

x2

x1

x2

Formal model

z = vector of part offsets

= concatenation of HOG features & part offsets

fw(x) = max
z

w · Φ(x, z)fw(x) = w · Φ(x)

w = concatenation of filters & deformation parameters

Φ(x, z)

fw(x) = max
z

wz · x
Score  is ?

Positive set is ?

fw(x) = w · x
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Formal model

z = vector of part offsets

= concatenation of HOG features & part offsets

fw(x) = max
z

w · Φ(x, z)fw(x) = w · Φ(x)

w = concatenation of filters & deformation parameters

Φ(x, z)

Score fw(x) is linear in x
Positive set {x:fw(x) > 0} 

is half-space

x1

x2

x1

x2

Formal model

z = vector of part offsets

= concatenation of HOG features & part offsets

fw(x) = max
z

w · Φ(x, z)fw(x) = w · Φ(x)

w = concatenation of filters & deformation parameters

Φ(x, z)

Score fw(x) is convex in x

fw(x) = max
z

wz · x

Positive set {x:fw(x) > 0} 
is concave

Revisit latent (vs linear) classification

fw(x) = w · x
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Crucial aspects

2) Efficient inference

1) Efficient discriminative learning

Learned model
fw(x) = w · Φ(x)Training

• Training data consists of images with labeled bounding boxes

• Need to learn the model structure, filters and deformation costs

Training

positive
weights

negative
weights

Learned model
fw(x) = w · Φ(x)Training

• Training data consists of images with labeled bounding boxes

• Need to learn the model structure, filters and deformation costs

Training

positive
weights

negative
weights

Learned model
fw(x) = w · Φ(x)Training

• Training data consists of images with labeled bounding boxes

• Need to learn the model structure, filters and deformation costs

Training

positive
weights

negative
weights

Learned model
fw(x) = w · Φ(x)Training

• Training data consists of images with labeled bounding boxes

• Need to learn the model structure, filters and deformation costs

Training

positive
weights

negative
weights

negativespositives
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Efficient learning
Lots of large-scale solvers for quadratic programs 

(SVMS)
Two flavors

Online: Require access to on-the-fly training data

Batch: Require access to all training data

(usually stochastic in practice)

(guarantees on convergence)

In-between: Support-vectors fit in memory, but data doesn’t
(Relatively unexplored!)
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Online dual solvers

For large training datasets, can get near optimal results 
with a single-pass through data

where w0 = µ, and R = Σ−1/2. We can massage (36) into (2) with the substitution ŵ = (w − w0)R:

argmin
ŵ,ξ

1

2
||ŵ||2 +

�

i

ξi (37)

s.t. ŵT x̂ij > l̂ij − ξi

ξi ≥ 0

where ŵ = (w − w0)R

x̂ij = R−1xij

l̂ij = lij − wo · xij

We assume that Σ is full rank, impling that R−1 exists. An important special case is given by a diagonal
matrix Σ, which corresponds to an arbitrary regularization of each parameter associated with a particular
feature. This is useful, for example, when regular izing a feature vector constructed from heterogenous
features (such as appearance features, spatial features, and biases).
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Recall: why are we bothering training large-scale classifiers?

wpos·x > wneg·x

What do negative weights mean?

(w+ - w-)x > 0

w+ > w-x

Complete system should compete pedestrian/pillar/doorway models

Discriminative models come equipped with own bg

(avoid firing on doorways by penalizing vertical edges)

>

wx > 0

pedestrian 
model

pedestrian 
background
model

What do negative weights mean?

(w+ - w-)x > 0

w+ > w-x

Complete system should compete pedestrian/pillar/doorway models

Discriminative models come equipped with own bg

(avoid firing on doorways by penalizing vertical edges)

>

wx > 0

pedestrian 
model

pedestrian 
background
model

>

Right approach is to compete pedestrian, pillar, doorway... models

Pedestrian 
template

Pedestrian 
background

template

Background class is hard to model - easier to penalize particular vertical edges
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Do we really need this machinery?

Learn templates with simple statistical (de)correlation models

SVM Gaussian model

Hariharan, Malik, Ramanan ECCV 12

S(x, p) = w · Φ(x, p)

min
w

||w||2

∀i ∈ pos, w · xi > 1

∀i ∈ neg, w · xi < 1

S(x, p) = App(x, p) + Shape(p)

App(x, p) =
�

i

wi · φ(x, pi)

Shape(p) = sumij∈Ewij · ψ(pi, pj)

�

ij∈E

wij · ψ(pi, pj)

ψ(x, pi, pj)

�

ij∈E

wij

�
dx dx2 dy dy2

�T
= (p− µ)TΛ(p− µ)

= (p− µ)TΛ(p− µ)

(µ,Λ)

�

ij∈E

aijdx
2 + bijdx+ cijdy + dijdy

2 =

�

ij∈E

�
pi − µi

pj − µj

�T

Λi,j

�
pi − µi

pj − µj

�
+ constant, where Λi,j = −





aij 0 −aij 0
0 cij 0 −cij

−aij 0 aij 0
0 −cij 0 cij





S(x, p, t) =
�

i

wti
i · φ(x, pi) +

�

ij∈E

w
ti,tj
ij · ψ(pi, pj) + b

ti,tj
ij

S(z) =
�

i

φi(zi) +
�

ij∈E

ψij(zi, zj)

zi = (pi, ti)

w = Σ−1(µ1 − µ0)

1

Discriminative Decorrelation for Clustering and Classification 7

(a) AP (b) Centered (c) LDA

Fig. 3. The performance (AP) of the LDA model and the centered model (LDA with-
out whitening) vis-a-vis a standard linear SVM on HOG features. We also show the
detectors for the centered model and the LDA model.

3 Pedestrian detection

HOG feature vectors were first described in detail in [1], where they were shown
to significantly outperform other competing features in the task of pedestrian de-
tection. This is a relatively easy detection task, since pedestrians don’t vary sig-
nificantly in pose. Our local implementation of the Dalal-Triggs detector achieves
an average precision (AP) of 79.66% on the INRIA dataset, outperforming the
original AP of 76.2% reported in Dalal’s thesis [18]. We think this difference is
due to our SVM solver, which implements multiple passes of data-mining for
hard negatives. We choose this task as our first test bed for WHO features.

We use our LDA model to train a detector and evaluate its performance.
Figure 3 shows our performance compared to that of a standard linear SVM on
HOG features. We achieve an AP of 75.10%. This is slightly lower than the SVM
performance, but nearly equivalent to the original performance of [18]. However,
note that compared to the SVM model, the LDA model is estimated only from a
few positive image patches and neither requires access to large pools of negative
images nor involves any costly bootstrapping steps. Given this overwhelmingly
reduced computation, this performance is impressive.

Constructing our LDA model from HOG feature vectors involves two steps,
i.e, subtracting µ0 (centering) and multiplying by Σ−1 (whitening). To tease
out the contribution of whitening, we also evaluate the performance when the
whitening step is removed. In other words, we consider the detector formed by
simply taking the mean of the centered positive feature vectors. We call this
the “centered model”, and its performance is indicated by the black curve in
Figure 3. It achieves an AP of less than 10%, indicating that whitening is crucial
to performance. We also show the detectors in Figure 3, and it can be clearly
seen that the LDA model does a better job of identifying the discriminative
contours (the characteristic shape of the head and shoulders) compared to simple
centering.
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Centered model
w = µ1 − µ0
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(a) AP (b) Centered (c) LDA

Fig. 3. The performance (AP) of the LDA model and the centered model (LDA with-
out whitening) vis-a-vis a standard linear SVM on HOG features. We also show the
detectors for the centered model and the LDA model.

3 Pedestrian detection

HOG feature vectors were first described in detail in [1], where they were shown
to significantly outperform other competing features in the task of pedestrian de-
tection. This is a relatively easy detection task, since pedestrians don’t vary sig-
nificantly in pose. Our local implementation of the Dalal-Triggs detector achieves
an average precision (AP) of 79.66% on the INRIA dataset, outperforming the
original AP of 76.2% reported in Dalal’s thesis [18]. We think this difference is
due to our SVM solver, which implements multiple passes of data-mining for
hard negatives. We choose this task as our first test bed for WHO features.

We use our LDA model to train a detector and evaluate its performance.
Figure 3 shows our performance compared to that of a standard linear SVM on
HOG features. We achieve an AP of 75.10%. This is slightly lower than the SVM
performance, but nearly equivalent to the original performance of [18]. However,
note that compared to the SVM model, the LDA model is estimated only from a
few positive image patches and neither requires access to large pools of negative
images nor involves any costly bootstrapping steps. Given this overwhelmingly
reduced computation, this performance is impressive.

Constructing our LDA model from HOG feature vectors involves two steps,
i.e, subtracting µ0 (centering) and multiplying by Σ−1 (whitening). To tease
out the contribution of whitening, we also evaluate the performance when the
whitening step is removed. In other words, we consider the detector formed by
simply taking the mean of the centered positive feature vectors. We call this
the “centered model”, and its performance is indicated by the black curve in
Figure 3. It achieves an AP of less than 10%, indicating that whitening is crucial
to performance. We also show the detectors in Figure 3, and it can be clearly
seen that the LDA model does a better job of identifying the discriminative
contours (the characteristic shape of the head and shoulders) compared to simple
centering.
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Linear discriminant (LDA) models
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Properties of spatial 
covariance matrix

1) Stationairy:

Can be efficiently encoded with a 
set of 36x36 matrices Sigi-j

cov(xi,xj) = cov(xi - xj)

Sig-2 Sig-1 Sigo Sig1 Sig2
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Properties of spatial precision matrix
Inv(Sig) is sparse

Inv(Sig) > eps

Inv(Sig) < -eps

Inv(Sig)  subtracts correlated gradients (at neighboring orientations and windows)
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Fig. 2.We visualize correlations between 9 orientation features in horizontally-adjacent
HOG cells as concatenated set of 9 × 9 matrices. Light pixels are positive while dark
pixels are negative. We plot the covariance and precision matrix on the left, and the
positive and negative values of the precision matrix on the right. Multiplying a HOG
vector with Σ−1 decorrelates it, subtracting off gradient measurements from adjacent
orientations and locations. The sparsity pattern of Σ−1 suggests that one needs to
decorrelate features only a few cells away, indicating that gradients maybe well-modeled
by a low-order spatial Markov model.

autocorrelation function [14]:

Σ(ij),(lk) = Γ(i−l),(j−k) = E[xuvx
T
(u+i−l),(v+j−k)] (1)

where the expectation is over cell locations (u, v) and gradient features x. In
other words, we assume that Σ(ij),(kl) depends only on the relative offsets (i−k)
and (j− l). Thus instead of estimating an N0d×N0d matrix Σ, we only have to
estimate the matrices Γs,t for every offset (s, t). For a spatial window with N0

cells, there exists only N0 distinct relative offsets. Thus we only need to estimate
N0d parameters.

We now estimate µ and the matrices Γs,t from all subwindows extracted
from a large set of unlabeled, 10,000 natural images (the PASCAL VOC 2010
dataset). This computation can be done once and for all, and the resulting µ

and Γ stored. Then, given a new object category, µ0 can be reconstructed by
replicating µ over all the cells in the window and Σ can be reconstructed from
Γ using (1).

Regularization: Even given this large training set and ourO(N) parametriza-
tion, we found Σ to be low-rank and non-invertible. This implies that it would
be even more difficult to learn a separate covariance matrix for each positive
class because we have much fewer positive examples, further motivating a single-
covariance assumption. In general, it is difficult to learn high-dimensional covari-
ance matrices [14]. For typical-size N values, Σ can grow to a 10, 000× 10, 000
matrix. One solution is to enforce conditional independence assumptions with a
Gaussian Markov random field; we discuss this further below. In practice, we reg-
ularized the sample covariance by adding a small value (λ = .01) to its diagonal,
corresponding to an isotropic prior on Σ.

2.2 Properties of the covariance matrix

WHO: We define a whitened histograms of orientations (WHO) descriptor as
x̂ = Σ−1/2(x − µ0). The transformed feature vector x̂ then has an isotropic
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Crucial aspects

2) Efficient inference

1) Efficient discriminative learning

Learned model
fw(x) = w · Φ(x)Training

• Training data consists of images with labeled bounding boxes

• Need to learn the model structure, filters and deformation costs

Training

positive
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Bottom-line: parameter can be tuned with a single-pass over data  
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Fig. 1. Detections obtained with a single component person model. The model is defined by a coarse root filter (a), several

higher resolution part filters (b) and a spatial model for the location of each part relative to the root (c). The filters specify

weights for histogram of oriented gradients features. Their visualization show the positive weights at different orientations. The

visualization of the spatial models reflects the “cost” of placing the center of a part at different locations relative to the root.

To train models using partially labeled data we use a latent variable formulation of MI-SVM

[3] that we call latent SVM (LSVM). In a latent SVM each example x is scored by a function

of the following form,

fβ(x) = max
z∈Z(x)

β · Φ(x, z). (1)

Here β is a vector of model parameters, z are latent values, and Φ(x, z) is a feature vector.

In the case of one of our star models β is the concatenation of the root filter, the part filters,

and deformation cost weights, z is a specification of the object configuration, and Φ(x, z) is a

concatenation of subwindows from a feature pyramid and part deformation features.

We note that (1) can handle very general forms of latent information. For example, z could

specify a derivation under a rich visual grammar.

Our second class of models represents each object category by a mixture of star models.

The score of one of our mixture models at a given position and scale is the maximum over

components, of the score of that component model at the given location. In this case the latent

information, z, specifies a component label and a configuration for that component. Figure 2

shows a mixture model for the bicycle category.

To obtain high performance using discriminative training it is often important to use large

training sets. In the case of object detection the training problem is highly unbalanced because

there is vastly more background than objects. This motivates a process of searching through

the background to find a relatively small number of potential false positives. A methodology of

June 1, 2009 DRAFT

4

(a) (b) (c)

Fig. 1. Detections obtained with a single component person model. The model is defined by a coarse root filter (a), several

higher resolution part filters (b) and a spatial model for the location of each part relative to the root (c). The filters specify

weights for histogram of oriented gradients features. Their visualization show the positive weights at different orientations. The

visualization of the spatial models reflects the “cost” of placing the center of a part at different locations relative to the root.

To train models using partially labeled data we use a latent variable formulation of MI-SVM

[3] that we call latent SVM (LSVM). In a latent SVM each example x is scored by a function

of the following form,

fβ(x) = max
z∈Z(x)

β · Φ(x, z). (1)

Here β is a vector of model parameters, z are latent values, and Φ(x, z) is a feature vector.

In the case of one of our star models β is the concatenation of the root filter, the part filters,

and deformation cost weights, z is a specification of the object configuration, and Φ(x, z) is a

concatenation of subwindows from a feature pyramid and part deformation features.

We note that (1) can handle very general forms of latent information. For example, z could

specify a derivation under a rich visual grammar.

Our second class of models represents each object category by a mixture of star models.

The score of one of our mixture models at a given position and scale is the maximum over

components, of the score of that component model at the given location. In this case the latent

information, z, specifies a component label and a configuration for that component. Figure 2

shows a mixture model for the bicycle category.

To obtain high performance using discriminative training it is often important to use large

training sets. In the case of object detection the training problem is highly unbalanced because

there is vastly more background than objects. This motivates a process of searching through

the background to find a relatively small number of potential false positives. A methodology of

June 1, 2009 DRAFT

4

(a) (b) (c)

Fig. 1. Detections obtained with a single component person model. The model is defined by a coarse root filter (a), several

higher resolution part filters (b) and a spatial model for the location of each part relative to the root (c). The filters specify

weights for histogram of oriented gradients features. Their visualization show the positive weights at different orientations. The

visualization of the spatial models reflects the “cost” of placing the center of a part at different locations relative to the root.

To train models using partially labeled data we use a latent variable formulation of MI-SVM

[3] that we call latent SVM (LSVM). In a latent SVM each example x is scored by a function

of the following form,

fβ(x) = max
z∈Z(x)

β · Φ(x, z). (1)

Here β is a vector of model parameters, z are latent values, and Φ(x, z) is a feature vector.

In the case of one of our star models β is the concatenation of the root filter, the part filters,

and deformation cost weights, z is a specification of the object configuration, and Φ(x, z) is a

concatenation of subwindows from a feature pyramid and part deformation features.

We note that (1) can handle very general forms of latent information. For example, z could

specify a derivation under a rich visual grammar.

Our second class of models represents each object category by a mixture of star models.

The score of one of our mixture models at a given position and scale is the maximum over

components, of the score of that component model at the given location. In this case the latent

information, z, specifies a component label and a configuration for that component. Figure 2

shows a mixture model for the bicycle category.

To obtain high performance using discriminative training it is often important to use large

training sets. In the case of object detection the training problem is highly unbalanced because

there is vastly more background than objects. This motivates a process of searching through

the background to find a relatively small number of potential false positives. A methodology of

June 1, 2009 DRAFT

4

(a) (b) (c)

Fig. 1. Detections obtained with a single component person model. The model is defined by a coarse root filter (a), several

higher resolution part filters (b) and a spatial model for the location of each part relative to the root (c). The filters specify

weights for histogram of oriented gradients features. Their visualization show the positive weights at different orientations. The

visualization of the spatial models reflects the “cost” of placing the center of a part at different locations relative to the root.

To train models using partially labeled data we use a latent variable formulation of MI-SVM

[3] that we call latent SVM (LSVM). In a latent SVM each example x is scored by a function

of the following form,

fβ(x) = max
z∈Z(x)

β · Φ(x, z). (1)

Here β is a vector of model parameters, z are latent values, and Φ(x, z) is a feature vector.

In the case of one of our star models β is the concatenation of the root filter, the part filters,

and deformation cost weights, z is a specification of the object configuration, and Φ(x, z) is a

concatenation of subwindows from a feature pyramid and part deformation features.

We note that (1) can handle very general forms of latent information. For example, z could

specify a derivation under a rich visual grammar.

Our second class of models represents each object category by a mixture of star models.

The score of one of our mixture models at a given position and scale is the maximum over

components, of the score of that component model at the given location. In this case the latent

information, z, specifies a component label and a configuration for that component. Figure 2

shows a mixture model for the bicycle category.

To obtain high performance using discriminative training it is often important to use large

training sets. In the case of object detection the training problem is highly unbalanced because

there is vastly more background than objects. This motivates a process of searching through

the background to find a relatively small number of potential false positives. A methodology of

June 1, 2009 DRAFT

4

(a) (b) (c)

Fig. 1. Detections obtained with a single component person model. The model is defined by a coarse root filter (a), several

higher resolution part filters (b) and a spatial model for the location of each part relative to the root (c). The filters specify

weights for histogram of oriented gradients features. Their visualization show the positive weights at different orientations. The

visualization of the spatial models reflects the “cost” of placing the center of a part at different locations relative to the root.

To train models using partially labeled data we use a latent variable formulation of MI-SVM

[3] that we call latent SVM (LSVM). In a latent SVM each example x is scored by a function

of the following form,

fβ(x) = max
z∈Z(x)

β · Φ(x, z). (1)

Here β is a vector of model parameters, z are latent values, and Φ(x, z) is a feature vector.

In the case of one of our star models β is the concatenation of the root filter, the part filters,

and deformation cost weights, z is a specification of the object configuration, and Φ(x, z) is a

concatenation of subwindows from a feature pyramid and part deformation features.

We note that (1) can handle very general forms of latent information. For example, z could

specify a derivation under a rich visual grammar.

Our second class of models represents each object category by a mixture of star models.

The score of one of our mixture models at a given position and scale is the maximum over

components, of the score of that component model at the given location. In this case the latent

information, z, specifies a component label and a configuration for that component. Figure 2

shows a mixture model for the bicycle category.

To obtain high performance using discriminative training it is often important to use large

training sets. In the case of object detection the training problem is highly unbalanced because

there is vastly more background than objects. This motivates a process of searching through

the background to find a relatively small number of potential false positives. A methodology of

June 1, 2009 DRAFT

4

(a) (b) (c)

Fig. 1. Detections obtained with a single component person model. The model is defined by a coarse root filter (a), several

higher resolution part filters (b) and a spatial model for the location of each part relative to the root (c). The filters specify

weights for histogram of oriented gradients features. Their visualization show the positive weights at different orientations. The

visualization of the spatial models reflects the “cost” of placing the center of a part at different locations relative to the root.

To train models using partially labeled data we use a latent variable formulation of MI-SVM

[3] that we call latent SVM (LSVM). In a latent SVM each example x is scored by a function

of the following form,

fβ(x) = max
z∈Z(x)

β · Φ(x, z). (1)

Here β is a vector of model parameters, z are latent values, and Φ(x, z) is a feature vector.
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To train models using partially labeled data we use a latent variable formulation of MI-SVM

[3] that we call latent SVM (LSVM). In a latent SVM each example x is scored by a function

of the following form,
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β · Φ(x, z). (1)

Here β is a vector of model parameters, z are latent values, and Φ(x, z) is a feature vector.

In the case of one of our star models β is the concatenation of the root filter, the part filters,

and deformation cost weights, z is a specification of the object configuration, and Φ(x, z) is a

concatenation of subwindows from a feature pyramid and part deformation features.

We note that (1) can handle very general forms of latent information. For example, z could

specify a derivation under a rich visual grammar.

Our second class of models represents each object category by a mixture of star models.

The score of one of our mixture models at a given position and scale is the maximum over

components, of the score of that component model at the given location. In this case the latent

information, z, specifies a component label and a configuration for that component. Figure 2

shows a mixture model for the bicycle category.
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weights for histogram of oriented gradients features. Their visualization show the positive weights at different orientations. The

visualization of the spatial models reflects the “cost” of placing the center of a part at different locations relative to the root.

To train models using partially labeled data we use a latent variable formulation of MI-SVM

[3] that we call latent SVM (LSVM). In a latent SVM each example x is scored by a function

of the following form,

fβ(x) = max
z∈Z(x)

β · Φ(x, z). (1)

Here β is a vector of model parameters, z are latent values, and Φ(x, z) is a feature vector.

In the case of one of our star models β is the concatenation of the root filter, the part filters,

and deformation cost weights, z is a specification of the object configuration, and Φ(x, z) is a

concatenation of subwindows from a feature pyramid and part deformation features.

We note that (1) can handle very general forms of latent information. For example, z could

specify a derivation under a rich visual grammar.

Our second class of models represents each object category by a mixture of star models.

The score of one of our mixture models at a given position and scale is the maximum over

components, of the score of that component model at the given location. In this case the latent

information, z, specifies a component label and a configuration for that component. Figure 2

shows a mixture model for the bicycle category.

To obtain high performance using discriminative training it is often important to use large

training sets. In the case of object detection the training problem is highly unbalanced because

there is vastly more background than objects. This motivates a process of searching through

the background to find a relatively small number of potential false positives. A methodology of
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Fig. 1. Detections obtained with a single component person model. The model is defined by a coarse root filter (a), several

higher resolution part filters (b) and a spatial model for the location of each part relative to the root (c). The filters specify

weights for histogram of oriented gradients features. Their visualization show the positive weights at different orientations. The

visualization of the spatial models reflects the “cost” of placing the center of a part at different locations relative to the root.

To train models using partially labeled data we use a latent variable formulation of MI-SVM

[3] that we call latent SVM (LSVM). In a latent SVM each example x is scored by a function

of the following form,

fβ(x) = max
z∈Z(x)

β · Φ(x, z). (1)

Here β is a vector of model parameters, z are latent values, and Φ(x, z) is a feature vector.

In the case of one of our star models β is the concatenation of the root filter, the part filters,

and deformation cost weights, z is a specification of the object configuration, and Φ(x, z) is a

concatenation of subwindows from a feature pyramid and part deformation features.

We note that (1) can handle very general forms of latent information. For example, z could

specify a derivation under a rich visual grammar.

Our second class of models represents each object category by a mixture of star models.

The score of one of our mixture models at a given position and scale is the maximum over

components, of the score of that component model at the given location. In this case the latent

information, z, specifies a component label and a configuration for that component. Figure 2

shows a mixture model for the bicycle category.

To obtain high performance using discriminative training it is often important to use large

training sets. In the case of object detection the training problem is highly unbalanced because

there is vastly more background than objects. This motivates a process of searching through

the background to find a relatively small number of potential false positives. A methodology of
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Fig. 1. Detections obtained with a single component person model. The model is defined by a coarse root filter (a), several

higher resolution part filters (b) and a spatial model for the location of each part relative to the root (c). The filters specify

weights for histogram of oriented gradients features. Their visualization show the positive weights at different orientations. The

visualization of the spatial models reflects the “cost” of placing the center of a part at different locations relative to the root.

To train models using partially labeled data we use a latent variable formulation of MI-SVM

[3] that we call latent SVM (LSVM). In a latent SVM each example x is scored by a function

of the following form,

fβ(x) = max
z∈Z(x)

β · Φ(x, z). (1)

Here β is a vector of model parameters, z are latent values, and Φ(x, z) is a feature vector.

In the case of one of our star models β is the concatenation of the root filter, the part filters,

and deformation cost weights, z is a specification of the object configuration, and Φ(x, z) is a

concatenation of subwindows from a feature pyramid and part deformation features.

We note that (1) can handle very general forms of latent information. For example, z could

specify a derivation under a rich visual grammar.

Our second class of models represents each object category by a mixture of star models.

The score of one of our mixture models at a given position and scale is the maximum over

components, of the score of that component model at the given location. In this case the latent

information, z, specifies a component label and a configuration for that component. Figure 2

shows a mixture model for the bicycle category.

To obtain high performance using discriminative training it is often important to use large

training sets. In the case of object detection the training problem is highly unbalanced because

there is vastly more background than objects. This motivates a process of searching through

the background to find a relatively small number of potential false positives. A methodology of
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Fig. 1. Detections obtained with a single component person model. The model is defined by a coarse root filter (a), several

higher resolution part filters (b) and a spatial model for the location of each part relative to the root (c). The filters specify

weights for histogram of oriented gradients features. Their visualization show the positive weights at different orientations. The

visualization of the spatial models reflects the “cost” of placing the center of a part at different locations relative to the root.

To train models using partially labeled data we use a latent variable formulation of MI-SVM

[3] that we call latent SVM (LSVM). In a latent SVM each example x is scored by a function

of the following form,

fβ(x) = max
z∈Z(x)

β · Φ(x, z). (1)

Here β is a vector of model parameters, z are latent values, and Φ(x, z) is a feature vector.

In the case of one of our star models β is the concatenation of the root filter, the part filters,

and deformation cost weights, z is a specification of the object configuration, and Φ(x, z) is a

concatenation of subwindows from a feature pyramid and part deformation features.

We note that (1) can handle very general forms of latent information. For example, z could

specify a derivation under a rich visual grammar.

Our second class of models represents each object category by a mixture of star models.

The score of one of our mixture models at a given position and scale is the maximum over

components, of the score of that component model at the given location. In this case the latent
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Parts 1-6 (no occlusion) Parts 1-4 & occluder Parts 1-2 & occluder

Example detections and derived filtersSubtype 1 Subtype 2

Part 1

Part 2

Part 3

Part 4

Part 5

Part 6
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Figure 1: Shallow grammar model. This figure illustrates a shallow version of our grammar model
(Section 2.1). This model has six person parts and an occlusion model (“occluder”), each of which
comes in one of two subtypes. A detection places one subtype of each visible part at a location
and scale in the image. If the derivation does not place all parts it must place the occluder. Parts
are allowed to move relative to each other, but their displacements are constrained by deformation
penalties.

Then score(A,ω) = FA · φ(H,ω) is the dot product between the filter coefficients and the features
in a subwindow of the feature map pyramid, φ(H,ω). We use the variant of histogram of oriented
gradient (HOG [5]) features described in [10].

We consider models with productions specified by two kinds of schemas (a schema is a template for
generating productions). A structure schema specifies one production for each placement ω ∈ Ω,

X(ω)
s−→ { Y1(ω ⊕ δ1), . . . , Yn(ω ⊕ δn) }. (3)

Here the δi specify constant displacements within the feature map pyramid. Structure schemas can
be used to define decompositions of objects into other objects.

Let ∆ be the set of possible displacements within a single scale of a feature map pyramid. A
deformation schema specifies one production for each placement ω ∈ Ω and displacement δ ∈ ∆,

X(ω)
α·φ(δ)−→ { Y (ω ⊕ δ) }. (4)

Here φ(δ) is a feature vector and α is a vector of deformation parameters. Deformation schemas
can be used to define deformable models. We define φ(δ) = (dx, dy, dx2

, dy
2) so that deformation

scores are quadratic functions of the displacements.

The parameters of our models are defined by a weight vector w with entries for the score of each
structure schema, the deformation parameters of each deformation schema and the filter coefficients
associated with each terminal. Then score(T ) = w · Φ(T ), where Φ(T ) is the sum of (sparse)
feature vectors associated with each placed terminal and production in T .

2.1 A grammar model for detecting people

Each component in the person model learned by the voc-release4 system [12] is tuned to detect
people under a prototypical visibility pattern. Based on this observation we designed, by hand, the
structure of a grammar that models visibility by using structural variability and optional parts. For
clarity, we begin by describing a shallow model (Figure 1) that places all filters at the same resolution
in the feature map pyramid. After explaining this model, we describe a deeper model that includes
deformable subparts at higher resolutions.

Fine-grained occlusion Our grammar model has a start symbol Q that can be expanded using one
of six possible structure schemas. These choices model different degrees of visibility ranging from
heavy occlusion (only the head and shoulders are visible) to no occlusion at all.

Beyond modeling fine-grained occlusion patterns when compared to the mixture models from [7]
and [12], our grammar model is also richer in a number of ways. In Section 5 we show that each of
the following modeling choices improves detection performance.
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Fig. 1. Detections obtained with a single component person model. The model is defined by a coarse root filter (a), several

higher resolution part filters (b) and a spatial model for the location of each part relative to the root (c). The filters specify

weights for histogram of oriented gradients features. Their visualization show the positive weights at different orientations. The

visualization of the spatial models reflects the “cost” of placing the center of a part at different locations relative to the root.

To train models using partially labeled data we use a latent variable formulation of MI-SVM

[3] that we call latent SVM (LSVM). In a latent SVM each example x is scored by a function

of the following form,

fβ(x) = max
z∈Z(x)

β · Φ(x, z). (1)

Here β is a vector of model parameters, z are latent values, and Φ(x, z) is a feature vector.

In the case of one of our star models β is the concatenation of the root filter, the part filters,

and deformation cost weights, z is a specification of the object configuration, and Φ(x, z) is a

concatenation of subwindows from a feature pyramid and part deformation features.

We note that (1) can handle very general forms of latent information. For example, z could

specify a derivation under a rich visual grammar.

Our second class of models represents each object category by a mixture of star models.

The score of one of our mixture models at a given position and scale is the maximum over

components, of the score of that component model at the given location. In this case the latent

information, z, specifies a component label and a configuration for that component. Figure 2

shows a mixture model for the bicycle category.

To obtain high performance using discriminative training it is often important to use large

training sets. In the case of object detection the training problem is highly unbalanced because

there is vastly more background than objects. This motivates a process of searching through

the background to find a relatively small number of potential false positives. A methodology of
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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The flaw behind “classic” parts

(e.g., head looks the same no matter the geometry of the rest of the body)
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
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Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.

(e.g., head looks the same no matter the geometry of the rest of the body)

(Flawed) assumption: local appearance and global geometry are independent

Fails for....

3D viewpointOcclusion Articulation

The flaw behind “classic” parts
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Visual Phrases

Person on horse

Sadeghi and Fahardi, CVPR 11

Occluded leg not 
present in template
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Visual Phrases

Person on horse
Person on 

jumping horse
Person standing 

next to horse

Problem: one may need lots of large composite templates 

Sadeghi and Fahardi, CVPR 11
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Visual Phrases

Person on horse
Person on 

jumping horse
Person standing 

next to horse

Solution: cut up composites into patches that can be mixed and matched

Sadeghi and Fahardi, CVPR 11
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Visual “phraselets”
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Abstract

Proxemics is the study of how people interact. We
present a computational formulation of visual proxemics by
attempting to label each pair of people in an image with a
subset of physically based “touch codes.” A baseline ap-
proach would be to first perform pose estimation and then
detect the touch codes based on the estimated joint loca-
tions. We found that this sequential approach does not per-
form well because pose estimation step is too unreliable for
images of interacting people, due to difficulties with occlu-
sion and limb ambiguities. Instead, we propose a direct
approach where we build an articulated model tuned for
each touch code. Each such model contains two people,
connected in an appropriate manner for the touch code in
question. We fit this model to the image and then base clas-
sification on the fitting error. Experiments show that this
approach significantly outperforms the sequential baseline
as well as other related approches.

1. Introduction
People interact in interesting ways; Figure 1 shows a few

images of two people interacting. Even a seemingly sim-

ple interaction such as two people holding hands exhibits

a large amount of variability. See Figures 1(g)-(j). An-

thropological research on understanding interpersonal be-

havior can be traced back to the pioneering works of Hall

[9, 10] and Argyle and Foss [1]. In his seminal work [9],

Hall coined the term Proxemics for this field of study.

Inspired by these anthropological papers, we present a

computational theory of proxemics. This area of research

is relatively unexplored in computer vision, often limited to

the use of video [15]. To the best of our knowledge, we

are the first to study this topic in the context of consumer

photographs. Besides the scientific motivation, proxemics

has a number of applications. Most notably, in the area of

personal photo organization we may wish to find all pho-

tographs of two specific people holding hands, hugging, etc.

Hall [9] defines interactions types as an unknown
“function” over combinations of various factors including

(a) Hand-hand (b) Shoulder-shoulder (c) Hand-shoulder

(d) Hand-elbow (e) Elbow-shoulder (f) Hand-torso

(g) (h) (i) (j)

Figure 1: People interact in a wide variety of different ways.

(a)-(f) The six specific touch codes that we study in this pa-

per. (g)-(j) An illustration of the wide variation in appear-

ance for the hand-hand proxemic. (g) Also illustrates that

multiple touch codes may appear at the same time.

postural-sex identifiers, sociofugal - sociopetal orientation,

kinesthetic factors and temporally measured touch codes.

Many of these factors are often not measurable in static

photographs, and there is no existing approach to combine

them, computationally. Hence, we took a pragmatic ap-

proach and characterized proxemics as the problem of rec-

ognizing how people physically touch each other. This en-

abled us to enumerate the types of interactions, which we

call touch codes. (In this paper, we use the terms touch

code and proxemics interchangeably.) We define touch
codes1

as the pairs of body parts (each element of the pair

comes from a different person) that are in physical contact.

1
An alternative way to formulate the problem might have been to define

proxemics classes for “hugging,” “holding a baby,” “holding hands,” etc.

We explored this option, however, found the labeling process to be far more

subjective than labeling our physically based touch codes.

1

Hand looks different due to interactions with global geometry

We’ll encode such visual differences as local part mixtures
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Learning phraselets

Given labelled training data, find clusters of 
keypoint configurations relative to each joint

Define phraselets as commonly-occuring geometric configurations
“Poselet-like” clusters
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Fig. 2. We show bike handles from PASCAL 2011 “riding bike” action clustered using

global configurations of pose and objects. Bike handles belonging to the same cluster are

all assigned the same mixture label ti as described in section 2. Our clusters naturally

encode changes in viewpoint, as well as different semantic object types; for example,

the bottom-center and bottom-right clusters encode similar viewpoints, but different
bicycle types (road bikes versus motorbikes). This is because each type induces different
human poses, captured by our clustering algorithm.

single instance of a person-object in the image. Our work differs in that we

reason about multiple person-objects and detailed part occlusions of both the

object and person. The latter allows us to better reason about occlusions arising

from interactions. Visual phrases [5] takes a “brute-force” approach to model-

ing occlusions and pose interactions by defining a global template encompassing

both the person and object. This approach may require a separate template for

each combination of constituent objects and articulated pose. We instead use

local mixtures and co-occurrence relations to reason about such interactions.

2 Phraselet clustering

We describe our approach for learning phraselets, or mixtures of local patches,

specific to a given activity such as bike riding. We assume we are given images

from an activity with keypoint labels spanning both the human body and any

interacting objects. Typical keypoint labels may include head, lt shoulder, rt
elbow, lt ankle, etc for the central figure and front wheel, rear wheel, bike handle
for the bike. More details on the parts we collect keypoint locations for are given

in Sec. 5. We assume these keypoint labels are with a visibility flag denoting if

a particular keypoint is occluded or not.

Let i ∈ {1, 2, . . .K} be the one of the K parts of the person and/or the

object specific to an activity. Let us write pin = (x, y) and oin ∈ {0, 1} for the

pixel position and visibility flag of the ith part in training image n, respectively.
We write tin ∈ {1, 2, . . .M} for a mixture or phraselet label. For the remainder of

this section, we describe a method for obtaining mixture labels. Our intuition is
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Fig. 2. We show bike handles from PASCAL 2011 “riding bike” action clustered using

global configurations of pose and objects. Bike handles belonging to the same cluster are

all assigned the same mixture label ti as described in section 2. Our clusters naturally

encode changes in viewpoint, as well as different semantic object types; for example,

the bottom-center and bottom-right clusters encode similar viewpoints, but different
bicycle types (road bikes versus motorbikes). This is because each type induces different
human poses, captured by our clustering algorithm.

single instance of a person-object in the image. Our work differs in that we

reason about multiple person-objects and detailed part occlusions of both the

object and person. The latter allows us to better reason about occlusions arising

from interactions. Visual phrases [5] takes a “brute-force” approach to model-

ing occlusions and pose interactions by defining a global template encompassing

both the person and object. This approach may require a separate template for

each combination of constituent objects and articulated pose. We instead use

local mixtures and co-occurrence relations to reason about such interactions.

2 Phraselet clustering

We describe our approach for learning phraselets, or mixtures of local patches,

specific to a given activity such as bike riding. We assume we are given images

from an activity with keypoint labels spanning both the human body and any

interacting objects. Typical keypoint labels may include head, lt shoulder, rt
elbow, lt ankle, etc for the central figure and front wheel, rear wheel, bike handle
for the bike. More details on the parts we collect keypoint locations for are given

in Sec. 5. We assume these keypoint labels are with a visibility flag denoting if

a particular keypoint is occluded or not.

Let i ∈ {1, 2, . . .K} be the one of the K parts of the person and/or the

object specific to an activity. Let us write pin = (x, y) and oin ∈ {0, 1} for the

pixel position and visibility flag of the ith part in training image n, respectively.
We write tin ∈ {1, 2, . . .M} for a mixture or phraselet label. For the remainder of

this section, we describe a method for obtaining mixture labels. Our intuition is
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Fig. 2. We show bike handles from PASCAL 2011 “riding bike” action clustered using

global configurations of pose and objects. Bike handles belonging to the same cluster are

all assigned the same mixture label ti as described in section 2. Our clusters naturally

encode changes in viewpoint, as well as different semantic object types; for example,

the bottom-center and bottom-right clusters encode similar viewpoints, but different
bicycle types (road bikes versus motorbikes). This is because each type induces different
human poses, captured by our clustering algorithm.

single instance of a person-object in the image. Our work differs in that we

reason about multiple person-objects and detailed part occlusions of both the

object and person. The latter allows us to better reason about occlusions arising

from interactions. Visual phrases [5] takes a “brute-force” approach to model-

ing occlusions and pose interactions by defining a global template encompassing

both the person and object. This approach may require a separate template for

each combination of constituent objects and articulated pose. We instead use

local mixtures and co-occurrence relations to reason about such interactions.

2 Phraselet clustering

We describe our approach for learning phraselets, or mixtures of local patches,

specific to a given activity such as bike riding. We assume we are given images

from an activity with keypoint labels spanning both the human body and any

interacting objects. Typical keypoint labels may include head, lt shoulder, rt
elbow, lt ankle, etc for the central figure and front wheel, rear wheel, bike handle
for the bike. More details on the parts we collect keypoint locations for are given

in Sec. 5. We assume these keypoint labels are with a visibility flag denoting if

a particular keypoint is occluded or not.

Let i ∈ {1, 2, . . .K} be the one of the K parts of the person and/or the

object specific to an activity. Let us write pin = (x, y) and oin ∈ {0, 1} for the

pixel position and visibility flag of the ith part in training image n, respectively.
We write tin ∈ {1, 2, . . .M} for a mixture or phraselet label. For the remainder of

this section, we describe a method for obtaining mixture labels. Our intuition is
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Fig. 2. We show bike handles from PASCAL 2011 “riding bike” action clustered using

global configurations of pose and objects. Bike handles belonging to the same cluster are

all assigned the same mixture label ti as described in section 2. Our clusters naturally

encode changes in viewpoint, as well as different semantic object types; for example,

the bottom-center and bottom-right clusters encode similar viewpoints, but different
bicycle types (road bikes versus motorbikes). This is because each type induces different
human poses, captured by our clustering algorithm.

single instance of a person-object in the image. Our work differs in that we

reason about multiple person-objects and detailed part occlusions of both the

object and person. The latter allows us to better reason about occlusions arising

from interactions. Visual phrases [5] takes a “brute-force” approach to model-

ing occlusions and pose interactions by defining a global template encompassing

both the person and object. This approach may require a separate template for

each combination of constituent objects and articulated pose. We instead use

local mixtures and co-occurrence relations to reason about such interactions.

2 Phraselet clustering

We describe our approach for learning phraselets, or mixtures of local patches,

specific to a given activity such as bike riding. We assume we are given images

from an activity with keypoint labels spanning both the human body and any

interacting objects. Typical keypoint labels may include head, lt shoulder, rt
elbow, lt ankle, etc for the central figure and front wheel, rear wheel, bike handle
for the bike. More details on the parts we collect keypoint locations for are given

in Sec. 5. We assume these keypoint labels are with a visibility flag denoting if

a particular keypoint is occluded or not.

Let i ∈ {1, 2, . . .K} be the one of the K parts of the person and/or the

object specific to an activity. Let us write pin = (x, y) and oin ∈ {0, 1} for the

pixel position and visibility flag of the ith part in training image n, respectively.
We write tin ∈ {1, 2, . . .M} for a mixture or phraselet label. For the remainder of

this section, we describe a method for obtaining mixture labels. Our intuition is

Geometrically-defined hand clusters
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Model occlusions with separate clusters
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(a) Visible elbow phraselets (b) Occluded elbow phraselets

Fig. 3. We show left-elbow phraselets learned from the Running action class in PAS-

CAL VOC 2011. Our occluded clusters capture changes in the appearance of elbows

resulting arising from viewpoint and occlusion.

that global changes in configuration of the human body and nearby object will
produce local changes in appearance of a part i, and hence should be captured
by ti. For example, the local appearance of the hand will be affected by the
orientation and type of bicycle (e.g., different bicycles can have different types
of handlebars). We construct a feature vector associated with each part in each
image, and cluster these vectors to derive mixture labels. To make the clustering
scale invariant, we estimate a scale for each part in each image

sin = scalei ∗ headlengthn

where scalei is the canonical scale of a part measured in human headlengths,
and headlenthn is the length of the head in image n. For example, we use scalei
= 1 for body parts and scalei = 2 for bicycle wheels. We now write the feature
vector for part i in image n as:

Ψ(xi
n) =

�
Dist Visible

�T
(1)

where Dist = {wjdij}, Visible = {wjo
j
n}, for j = 1..K

and wj = e−Ti||dij ||2 , dij =
(pjn − pin)

sin

Dist is a vector of weighted relative part distances, normalized for the scale of
part i in image n. Distances and the visibility flags are guassian-weighted so that
closer parts have a larger influence in the global descriptor. We found it useful
to vary the variance of the gaussian (given by Ti) across each part, but use a
fixed set across all activities. For a given part i, we run K means on all such
features extracted from a training set of images.

Occlusion: Many parts are not visible in certain images. Such part instances
may pollute a cluster if both visible and occluded parts are clustered together.
Because we believe that occlusions will generate large changes in appearance,
we simply separate Ψ(xi

n) vectors into two sets, where part i is occluded or not,
and separately run K means for each set. We generate K = 6 visible clusters
and K = 4 occluded clusters for each part. We show examples of visible clusters
in Fig.2. In Fig.3, we compare visible and occluded clusters for the left elbow
across images of people Running. More examples of the output of our clustering
algorithm are shown in the supplementary material.
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(a) Visible elbow phraselets (b) Occluded elbow phraselets

Fig. 3. We show left-elbow phraselets learned from the Running action class in PAS-

CAL VOC 2011. Our occluded clusters capture changes in the appearance of elbows

resulting arising from viewpoint and occlusion.

that global changes in configuration of the human body and nearby object will
produce local changes in appearance of a part i, and hence should be captured
by ti. For example, the local appearance of the hand will be affected by the
orientation and type of bicycle (e.g., different bicycles can have different types
of handlebars). We construct a feature vector associated with each part in each
image, and cluster these vectors to derive mixture labels. To make the clustering
scale invariant, we estimate a scale for each part in each image

sin = scalei ∗ headlengthn

where scalei is the canonical scale of a part measured in human headlengths,
and headlenthn is the length of the head in image n. For example, we use scalei
= 1 for body parts and scalei = 2 for bicycle wheels. We now write the feature
vector for part i in image n as:

Ψ(xi
n) =

�
Dist Visible

�T
(1)

where Dist = {wjdij}, Visible = {wjo
j
n}, for j = 1..K

and wj = e−Ti||dij ||2 , dij =
(pjn − pin)

sin

Dist is a vector of weighted relative part distances, normalized for the scale of
part i in image n. Distances and the visibility flags are guassian-weighted so that
closer parts have a larger influence in the global descriptor. We found it useful
to vary the variance of the gaussian (given by Ti) across each part, but use a
fixed set across all activities. For a given part i, we run K means on all such
features extracted from a training set of images.

Occlusion: Many parts are not visible in certain images. Such part instances
may pollute a cluster if both visible and occluded parts are clustered together.
Because we believe that occlusions will generate large changes in appearance,
we simply separate Ψ(xi

n) vectors into two sets, where part i is occluded or not,
and separately run K means for each set. We generate K = 6 visible clusters
and K = 4 occluded clusters for each part. We show examples of visible clusters
in Fig.2. In Fig.3, we compare visible and occluded clusters for the left elbow
across images of people Running. More examples of the output of our clustering
algorithm are shown in the supplementary material.

Occluded left elbowVisible left elbow

Mixture label corresponds to orientation/
viewpoint and visible/occlusion state
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Fig. 2. We show bike handles from PASCAL 2011 “riding bike” action clustered using

global configurations of pose and objects. Bike handles belonging to the same cluster are

all assigned the same mixture label ti as described in section 2. Our clusters naturally

encode changes in viewpoint, as well as different semantic object types; for example,

the bottom-center and bottom-right clusters encode similar viewpoints, but different
bicycle types (road bikes versus motorbikes). This is because each type induces different
human poses, captured by our clustering algorithm.

single instance of a person-object in the image. Our work differs in that we

reason about multiple person-objects and detailed part occlusions of both the

object and person. The latter allows us to better reason about occlusions arising

from interactions. Visual phrases [5] takes a “brute-force” approach to model-

ing occlusions and pose interactions by defining a global template encompassing

both the person and object. This approach may require a separate template for

each combination of constituent objects and articulated pose. We instead use

local mixtures and co-occurrence relations to reason about such interactions.

2 Phraselet clustering

We describe our approach for learning phraselets, or mixtures of local patches,

specific to a given activity such as bike riding. We assume we are given images

from an activity with keypoint labels spanning both the human body and any

interacting objects. Typical keypoint labels may include head, lt shoulder, rt
elbow, lt ankle, etc for the central figure and front wheel, rear wheel, bike handle
for the bike. More details on the parts we collect keypoint locations for are given

in Sec. 5. We assume these keypoint labels are with a visibility flag denoting if

a particular keypoint is occluded or not.

Let i ∈ {1, 2, . . .K} be the one of the K parts of the person and/or the

object specific to an activity. Let us write pin = (x, y) and oin ∈ {0, 1} for the

pixel position and visibility flag of the ith part in training image n, respectively.
We write tin ∈ {1, 2, . . .M} for a mixture or phraselet label. For the remainder of

this section, we describe a method for obtaining mixture labels. Our intuition is
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Fig. 2. We show bike handles from PASCAL 2011 “riding bike” action clustered using

global configurations of pose and objects. Bike handles belonging to the same cluster are

all assigned the same mixture label ti as described in section 2. Our clusters naturally

encode changes in viewpoint, as well as different semantic object types; for example,

the bottom-center and bottom-right clusters encode similar viewpoints, but different
bicycle types (road bikes versus motorbikes). This is because each type induces different
human poses, captured by our clustering algorithm.
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Fig. 2. We show bike handles from PASCAL 2011 “riding bike” action clustered using

global configurations of pose and objects. Bike handles belonging to the same cluster are

all assigned the same mixture label ti as described in section 2. Our clusters naturally

encode changes in viewpoint, as well as different semantic object types; for example,

the bottom-center and bottom-right clusters encode similar viewpoints, but different
bicycle types (road bikes versus motorbikes). This is because each type induces different
human poses, captured by our clustering algorithm.
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reason about multiple person-objects and detailed part occlusions of both the

object and person. The latter allows us to better reason about occlusions arising

from interactions. Visual phrases [5] takes a “brute-force” approach to model-

ing occlusions and pose interactions by defining a global template encompassing

both the person and object. This approach may require a separate template for

each combination of constituent objects and articulated pose. We instead use

local mixtures and co-occurrence relations to reason about such interactions.

2 Phraselet clustering

We describe our approach for learning phraselets, or mixtures of local patches,

specific to a given activity such as bike riding. We assume we are given images

from an activity with keypoint labels spanning both the human body and any

interacting objects. Typical keypoint labels may include head, lt shoulder, rt
elbow, lt ankle, etc for the central figure and front wheel, rear wheel, bike handle
for the bike. More details on the parts we collect keypoint locations for are given

in Sec. 5. We assume these keypoint labels are with a visibility flag denoting if

a particular keypoint is occluded or not.

Let i ∈ {1, 2, . . .K} be the one of the K parts of the person and/or the

object specific to an activity. Let us write pin = (x, y) and oin ∈ {0, 1} for the
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We write tin ∈ {1, 2, . . .M} for a mixture or phraselet label. For the remainder of
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Fig. 2. We show bike handles from PASCAL 2011 “riding bike” action clustered using

global configurations of pose and objects. Bike handles belonging to the same cluster are

all assigned the same mixture label ti as described in section 2. Our clusters naturally

encode changes in viewpoint, as well as different semantic object types; for example,

the bottom-center and bottom-right clusters encode similar viewpoints, but different
bicycle types (road bikes versus motorbikes). This is because each type induces different
human poses, captured by our clustering algorithm.
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reason about multiple person-objects and detailed part occlusions of both the

object and person. The latter allows us to better reason about occlusions arising

from interactions. Visual phrases [5] takes a “brute-force” approach to model-

ing occlusions and pose interactions by defining a global template encompassing

both the person and object. This approach may require a separate template for

each combination of constituent objects and articulated pose. We instead use

local mixtures and co-occurrence relations to reason about such interactions.

2 Phraselet clustering

We describe our approach for learning phraselets, or mixtures of local patches,

specific to a given activity such as bike riding. We assume we are given images

from an activity with keypoint labels spanning both the human body and any

interacting objects. Typical keypoint labels may include head, lt shoulder, rt
elbow, lt ankle, etc for the central figure and front wheel, rear wheel, bike handle
for the bike. More details on the parts we collect keypoint locations for are given

in Sec. 5. We assume these keypoint labels are with a visibility flag denoting if

a particular keypoint is occluded or not.

Let i ∈ {1, 2, . . .K} be the one of the K parts of the person and/or the

object specific to an activity. Let us write pin = (x, y) and oin ∈ {0, 1} for the

pixel position and visibility flag of the ith part in training image n, respectively.
We write tin ∈ {1, 2, . . .M} for a mixture or phraselet label. For the remainder of

this section, we describe a method for obtaining mixture labels. Our intuition is
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
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SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.

−10 −5 0 5 10

−10

−5

0

5

10

x

y

−10 −5 0 5 10

−10

−5

0

5

10

x

y

−5 0 5

−5

0

5

x

y

−5 0 5

−5

0

5

x

y

−5 0 5

−6

−4

−2

0

2

4

6

x

y

Left knee wrt hip Left foot wrt knee Left hand wrt elbowNeck wrt Head Left elbow wrt shoulder

Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Exponential number of global mixtures
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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K parts, M local mixtures => KM unique global mixtures

Not all combinations are equally likely; 
“prior” given by co-occurrence model 
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Semi-global mixtures

Any connected sub-tree of parts can learn to behave like a rigid mixture
Local mixtures can represent (semi) global mixtures

cf. Sapp & Taskar, CVPR13 
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Inference
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Consider “joint” domain of part location and mixture type:

Example: assume a “chain” part model

Pixel
locations

eye nose mouth

Pictorial structures

Part-based representation:

• Each part models local visual properties.

• “Springs” model spatial relationships.

• Joint estimation of part locations.

– No hard detection of parts or features.

– No initialization parameters.

1

-Initialize nodes with match cost
-Initalize edges with spring cost
-Find lowest-cost path from left to right 
with dynamic progamming

If we have n parts and k pixel
locations, what is the complexity? 

What is complexity when we truncate spring cost 
(eg, there are only v valid eye offsets for each 
nose)?

“Secret”: In practice, truncation can reduce 
computation so that local match cost dominateshead torso leg

Pixel locations 
and mixture types

(simple discrete tree-MRF)
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Inference & Learning
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Fig. 1. Our model detects multiple people-object interactions, action class labels, hu-

man and object pose, and occlusion flag. The above result on a test image was obtained

without any manual annotation of human bounding boxes. White edges connect human

body parts. Light-blue edges connect object parts to each other and to the human. We

define a single compositional model for each action class (in this case, horseriding) that

is able to capture large changes in articulation, viewpoint and occlusions. We denote

occluded parts by an open circle. For example, our model correctly predicts that a

different leg of each rider is occluded behind his horse.

Articulated skeletons are the classic representation for capturing human

body pose, dating back to the generalized cylinders of Marr and Binford [1,

2]. Such representations have dominated contemporary approaches for human

pose estimation, popularized through 2D pictorial structure models that allow

for efficient inference given tree-structured spatial relations [3]. We specifically

follow the flexible mixtures of parts (FMP) framework of [4], which augments

a standard pictorial structure with local part mixtures. While such methods

are flexible enough to capture large variations in appearance due to pose, they

still fail to accurately capture self-occlusions of limbs and occlusions due to

interacting objects.

Visual phrases implicitly model occlusions and interactions through the use

of a “composite” template that spans both a person and an interacting object [5].

Traditional approaches use separate templates for a person and object; here, it

may be difficult to model geometric and appearance constraints that arise from

their interaction, such as the characteristic pose of a person riding a horse, or the

fact that the legs of such a person maybe occluded. A single, global composite

addresses this issue, but one may need a large number of composites to capture

all such person-horse interactions.

Poselets partially address the exponential growth of composite templates

by learning visual composites at the local part level [6]. Rather then learning

separate templates for the arm and torso, one can learn a torso-arm composite

that implicitly captures their interaction and occlusions. By composing together

different poselets, one can generate a large number of global composites. While

such models are successful at detection, it is not clear if they can be used for

detailed spatial reasoning, such as pose estimation. One reason for this is that

such methods lack a relational model that forces an anatomically-consistent ar-

rangement of poselets to fire in a given detection.

occluded
 mixture

Inference: Infer part locations + mixtures with dynamic programming on trees

Learning: Tune linear parameters (including occlusion constraints) with SVM solver
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Yi & Ramanan CVPR11
Application: pose estimation
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Part appearance (local mixture, denoted by color) depends on the location and appearance of other parts

Orientation mixtures
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Riding horse

Riding bike

Detecting Actions, Poses, and Objects with Relational Phraselets 9
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Fig. 5. We show detection results obtained without any manual annotation of test
images. We follow the notational conventions of Fig. 1, including open circles to denote
occluded parts. Each row shows the N best detections for a single action model (denoted
by the row’s label). Our compositional models are able to capture large changes in
viewpoint and articulation that are present even within a single action class.
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Fig. 5. We show detection results obtained without any manual annotation of test
images. We follow the notational conventions of Fig. 1, including open circles to denote
occluded parts. Each row shows the N best detections for a single action model (denoted
by the row’s label). Our compositional models are able to capture large changes in
viewpoint and articulation that are present even within a single action class.
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Fig. 5. We show detection results obtained without any manual annotation of test
images. We follow the notational conventions of Fig. 1, including open circles to denote
occluded parts. Each row shows the N best detections for a single action model (denoted
by the row’s label). Our compositional models are able to capture large changes in
viewpoint and articulation that are present even within a single action class.

Desai & Ramanan ECCV12

Application: human-object interactions
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Possible Criticisms

1.  One should not score image evidence during occlusions
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.

−10 −5 0 5 10

−10

−5

0

5

10

x

y

−10 −5 0 5 10

−10

−5

0

5

10

x

y

−5 0 5

−5

0

5

x

y

−5 0 5

−5

0

5

x

y

−5 0 5

−6

−4

−2

0

2

4

6

x

y

Left knee wrt hip Left foot wrt knee Left hand wrt elbowNeck wrt Head Left elbow wrt shoulder

Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
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Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.

2.  Small patches are not as discriminative as larger templates 
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Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
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to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
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Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.
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SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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mixture models for the hand are spread apart to capture a larger variety of relative orientations.
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learned from training data.
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Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
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Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
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2.  Small patches are not as discriminative as larger templates 
  (visual phrases / poselets)

Any connected set of phraselets can learn to 
behave like a larger template (rigid springs)

“the whole is equal to the sum of its parts”!
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learned from training data.
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Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
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Must we train parts jointly?
9

K = 14 parts K = 26 parts

Fig. 8: We visualize our 14 and 26 part model. In Fig.7,
we demonstrate that the additional parts in the 26-
part model significantly increase performance.

Joint, Independent, and Invariant parts (PCK)
Model Joint Indep Indep+Invar
14 parts 62.6 51.6 42.1
26 parts 67.4 51.3 33.8

TABLE 1: We evaluate various strategies for training
parts. We jointly train rotationally-variant part mod-
els, but much past work trains rotationally-invariant
part detectors. We demonstrate the latter decreases
our performance by a factor of 2, suggesting that joint
training and rotationally-variant detectors are crucial
for high performance.

jointly trains all parts and their relational constraints
with a structured SVM. We also consider a variant
of our model where part templates are trained in-
dependently with an SVM (the middle column); at
test time, we use still dynamic programming to find
full-body configurations. We see a significant drop in
performance, indicating that joint contextual training
is crucial. For example, a forearm part trained inde-
pendently will be inaccurate because many negative
examples will contain parallel lines and be “hard”
(e.g., support vectors for an SVM). However, struc-
tured SVMs (that jointly train all parts) need collect
hard negatives only from backgrounds that trigger
a full-body part configuration. This vastly reduces
the amount of background clutter that the forearm
part must compete against at train-time. We see a
larger drop for our 26-part model compared to our
14-part model. Because parts in the larger model
tend to overlap more, we posit that they need to be
trained jointly to properly calibrate the influence of
overlapping regions.

Rotationally-invariant parts: We also consider the
effect of rotationally-invariant parts in the third col-
umn of Table 1. We train independent, rotationally-
invariant parts (for say, the elbow) as follows: for each
discrete rotation, we warp all elbow training patches
to that rotation and train an SVM. This means each
oriented elbow part is trained with the entire training
set, while our mixture model uses only a subset of
data belonging to that mixture. We see a large drop in

Diagnostic analysis (PCK)
Model Joint No latent Star Add rotated images
26-parts 67.4 66.8 50.2 69.1

TABLE 2: We consider the effect of other aspects of
our model, including no latent updating, the use of a
star structure versus a tree structure, and the addition
of rotated training images to increase the size of our
training set. We find that a star model definitively
hurts performance, and adding rotated copies of our
training images increases performance by a small but
noticeable amount.

performance, suggesting that elbows (and other parts)
look different even when rotated to an appropriate
coordinate system. We posit this is due to geometric
interactions with other parts, such as partial occlu-
sions and effects from clothing. Our local mixtures
capture this geometric dependency. Most previous
approaches to pose estimation use independently-
trained, invariant parts. We find that joint training of
orientation-variant parts increases performance by a
factor of 2, from 34% to 64% PCK.

Other aspects: We consider the effect of other
aspects of our model in Table 2, including no la-
tent updating, the use of a star structure versus a
tree structure, and the addition of rotated training
images to increase the size of our training set. We
find that latent updating of mixture labels is not cru-
cial, a star model definitively hurts performance, and
adding small copies of our training data rotated by
±15◦ increases performance by a small but noticeable
amount. The latter probably holds true because the
training set on PARSE is rather small (100 images), so
artificially augmenting the training set helps some-
what.

7.4 Benchmark results

Parse: We give quantitative results for PCP in Table
3, PCK and APK in Fig.9, and show examplar images
in Fig.12. We refer the reader to the captions for a
detailed analysis, but our method outperforms all pre-
viously published results by a significant margin. It is
unclear if previous authors report a single candidate
pose per image, or multiple poses that are matched
using the code of [6]. Our analysis suggests both
of these reports are unsatisfactory, since the former
unfairly penalizes an algorithm for finding a person
in the background, while the latter unfairly favors
algorithms that report many candidate detections.
Rather, we assume we are given a tight bounding
box encompassing the central figure and compute
PCP as originally defined in [6]. We reduce error
by 25% compared to previous work, which all use
explicitly articulated parts. Our diagnostic analysis
suggests our high performance is due to the fact
that our mixtures of parts are learned jointly in a
discriminative framework, and the fact that our model
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Why does joint training help?
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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View-based local mixtures

      Analyzing 3D Objects in Cluttered Images 
Mohsen Hejrati, Deva Ramanan              Computational Vision Lab,  University of California Irvine, CA, USA              {shejrati, dramanan} @ ics.uci.edu  

Single Image Approach  
Stage 1: 2D shape and appearance 

Stage 2: 3D shape and viewpoint 

Inference 

Experiments 
AP: Average Precision 
PCP: Percentage of Correctly localized Parts 
VP: Visibility Prediction 

Results 

Datasets 
Our Dataset 
500 Images from PASCAL 2011Including 723 cars 20 
Landmarks (36% Self Occlusion and 21% other object 
occlusion) 
 
M. Arie-Nachimson and R. Basri 
200 Cars from PASCAL 2007 with 40 viewpoint labels 

Score function 

Inference 

Learning parameters 

Learning tree structure and mixture ids 

2D shape and appearance 
compositional view-based templates 

3D shape and viewpoint 
morphable 3D model under weak-perspective 

Viewpoint Classification 

Our system outperforms existing baselines, 
including DPM (Felzenswalb et al. PAMI 2010) 
and MV-Star (Pepik et al. CVPR 2012) 

We estimate the viewpoint from Rotation Matrix 
of the 3D reconstruction and reduce median degree  

error to half of the state-of-the-art 

percentage 

Allowing for spatial deformation to depend on the 
global mixture is necessary to model 3D viewpoints 

and will result into significant improvement 
The 3D shape reconstruction slightly improves  

overall PCP from 72.1% to 73.6% 

AP 

AP 

Viewpoint Classification Error (Degree) 

Objective 

Learning basis shapes       from 2D training data 

Occlusion 

R  : Orthonormal camera projection matrix 
     : Basis shape  ,      : Scaling coefficient        

appearance 2D shape 

: Edge structure specific to global mixture 

: Local mixture id 
  [captures affine warp and occlusions] 

: Position of part i 
: global mixture id 

: Appearance template  

: Appearance feature : Spring parameters 

: Co-occurrence parameters : Deformation feature 

For tree-structured Em, optimize with discrete search and dynamic programming 
[Yang & Ramanan 11]  

Jointly learn global mixtures and trees with Chow-Liu EM algorithm, [Meila & Jordan 01] 

Train 'w' with a linear SVM, assuming known positions 'p' and local/global mixture ids 't,m' 

V : Vertices in the graphical model 

2Nx|V| matrix of 2D landmarks is rank 3       in noise-free case  
       are estimated from training data using rank-
based non-rigid SFM [Torresani et al. 03]  

Estimating motion given known structure 
For       =1 , equivalent to extrinsic orientation problem of 
registering 2D/3D points with known correspondence 

SFM techniques can fail if points are occluded 
Our 2D shape model reports location of occluded points 

where 

Learn local mixtures by clustering landmark configurations [Bourdev & Malik 09] 
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Inferring 3D shape
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+ .1.5

3D shape basis
(nonrigid SFM)
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Figure 4: Sample results of our system on real images with heavy clutter and occlusion. We show

pairs of image corresponding to detections that matched to ground-truth annotations. The top image

(in the pair) shows the output of our tree model, and the bottom shows our 3D shape reconstruction,

following the notational conventions of Fig.1. Our system estimates 3D shapes of multiple cars

under heavy clutter and occlusions, even in cases where more than 50% of a car is occluded. Our

morphable 3D model adapts to the shape of the car, producing different reconstructions for SUVs

and sedans (row 2, columns 2-3). Recall that our tree model explicitly reasons about changes in

visibility due to self-occlusions versus occlusions from other objects, manifested as local mixture

templates. This allow our 3D reconstructions to model occlusions due to other objects (e.g., the rear

of the car in row 2, column 3). In some cases, the estimated 3D shape is misaligned due to extreme

shape variation of the car instance (e.g., the folding doors on the lower-right).

DPM baseline. One explanation is that even though local templates better capture local 3D variation

(compared to global view-based templates), the resulting tree model is “too flexible” in that it allows

invalid combinations of local mixtures to co-occur. Adding global mixtures where co-occurrences

depend on the global variable (the inclusion of m in γ
ti,tj
ijm from (1)) marginally improves perfor-

mance to 47% (Global+occ). By allowing the spatial deformation model to also depend on the global

mixture (the inclusion of m in β
ti,tj
ijm ), performance jumps considerably to 55% (Global+occ+shape).

This suggests that accurately capturing spatial constraints arising from global viewpoint changes is

crucial, further motivating the 3D shape model we analyze next. This relative trend of performance

also holds for viewpoint prediction of landmarks (VP) and landmark localization (PCP).

3D Shape: We also evaluate the improvement in VP and PCP due to our 3D shape model; we

see a small 1% improvement in PCP accuracy, from 72.1% to 73.6%. We further analyze this by

looking at the improvement in localization accuracy of ground-truth landmarks that are visible (77.6

to 78.2%), self-occluded (70.4 to 72.5%), and other-occluded (33.7 to 35.1%). We see the largest

improvement for occluded parts, which makes intuitive sense. Local templates corresponding to

occluded mixtures will be less accurate, and so will benefit more from a 3D shape model.

Conclusion: We have described a geometric model for detecting and estimating the 3D shape of

objects in heavily cluttered, occluded, real-world images. Our model outperforms typical multiview

approaches by reasoning about local changes in landmark appearance and global changes in visibil-

ity and shape, through the aid of a morphable 3D model. Our 3D shape model produces detailed

estimates of 3D landmarks and camera positions, and quantifiably improves localization of occluded

landmarks. Though we have focused on the application of detecting and analyzing cars, we believe

our method could apply to other geometrically-constrained objects.
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Case study 2: face detection (in-the-wild)
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Learning

Chow-Liu algorithm

passed to the root part (i = 1), score1(l1) represents the best scoring configuration for each root position. One can

use the root scores to generate multiple detections in images I by thresholding them and applying non-maximum

suppression (NMS). By keeping track of the argmax indices, one can backtrack to find the locations of each part in

each maximal configuration.

4. Learning the maximum likelihood tree structure using Chow-Liu algorithm:

line 326-331. While trees are natural for modeling human bodies, the natural tree structure for facial landmarks is

not clear. As in [3, 4], we use the Chow-Liu algorithm [1] to find the maximum likelihood tree structure that best

explains the landmark locations for a given mixture:

T ∗
= arg max

T

�

n




�

i

p(li,n)

�

i,j∈E

p(li,n, lj,n)

p(li,n)p(lj,n)



 (7)

When E is restricted to a tree, the above is equivalent to computing the minimum spanning tree (MST) of a

undirected complete graph, where the weight of each edge is assigned to be the mutual information between the

location of part i and j that are connected by this edge[1]. Under a joint Gaussian assumption of part locations,

the mutual information (or edge weight) for a pair of parts is:

ei,j =
1

2

�
log |Σli | + log |Σlj |− log |Σli,lj |

�
(8)

where Σli is the covariance matrix of li, Σli,lj is the covariance matrix of li and lj . We use sample estimates of

these parameters learned from labeled training data.

5. Comparing MST with star model:

We compare our MST spatial model with a simple star structure, used to capture object shape in [2]. We summarize

the performance of both approaches, both using 146 part templates, on all the three tasks below.
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Figure 1: The star structure and learned MST structure of face

Detection Pose Localization

(AFW) (MPIE/AFW) (MPIE/AFW)

Star 0.775 99.4/72.9 96.0/50.1

MST 0.871 99.9/79.1 99.8/71.7

Table 1: Comparison between the star model and the learned MST model. The numbers in the detection column are

average precision on AFW testset. The column of pose shows the percentage of faces that are correctly labeled within ±15◦

error tolerance on MultiPIE and AFW. The numbers in the last column are the percentage of faces whose localization

error is less than .05 (5%) of the face size. The learned MST model significantly outperforms star model by 10% in

detection and 21% in localization on the challenging AFW testset, which suggests that the learned MST represents face

shape much better than the star model.

2

Fully-supervised dataset (CMU MultiPIE)
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Wild expression
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(a) Localization results on frontal faces from MultiPIE (b)

Figure 9: (a) Cumulative localization error distribution of
the frontal faces from MultiPIE. The numbers in the leg-
end are the percentage of faces whose localization error is
less than .05 (5%) of the face size. Our independent model
produces such a small error for all (100%) faces in the test-
set. (b) Landmark-specific error of our independent model.
Each ellipse denotes the standard deviation of the localiza-
tion errors.
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(b) AFW

Figure 10: Cumulative error distribution curves for land-
mark localization. The numbers in legend are the percent-
age of testing faces that have average error below 0.05(5%)
of the face size. (*) denote models which are given an “un-
fair” advantage, such as hand-initalization or a restriction
to near-frontal faces (described further in the text). Even
so, our independent model works the best on both MultiPIE
and our AFW testset.

Fig.10a). Even given this advantage, our model outper-
forms all baselines by a large margin.

On AFW (Fig.10b), we again realistically count missed
detections as having a localization error of infinity. We
report results on large faces where landmarks are clearly
visible (which includes 329 face instances in AFW test-
set). Again, our independent model achieves the best re-
sult with 76.7% of faces having landmark localization er-
ror below 5% of face size. AAMs and CLM’s accuracy
plunges, which suggests these popular methods don’t gen-
eralize well to in-the-wild images. We gave an advantage to
AAMs, CLM and Oxford by initializing them with ground
truth bounding boxes (marked with “∗” in Fig.10b).

Our models outperform the state-of-the-art on both
datasets. We outperform all methods by a large margin on
MultiPIE. The large performance gap suggest our models

(a) Our model (b) AAM (c) CLM

Figure 11: An example AFW image with large mouth de-
formations. AAMs mis-estimate the overall scale in order
to match the mouth correctly. CLM matches the face con-
tour correctly, but sacrifices accuracy at the nose and mouth.
Our tree-structured model is flexible enough to capture large
face deformation and yields the lowest localization error.
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Figure 12: We show how different levels of sharing (as de-
scribed at the beginning of Sec.6) affect the performance of
our models on MultiPIE. We simulatenously plot localiza-
tion error in red (lower is better) and pose estimation ac-
curacy in blue (higher is better), where poses need to be
predicted with zero error tolerance. The larger number of
part templates indicate less sharing. The fully independent
model works best on both tasks.

maybe overfitting to the lab conditions of MultiPIE; this in
turn suggests they may do even better if trained on “in-the-
wild” training data similar to AFW. Our model even outper-
forms commercial systems such as face.com. This result is
surprising since our model is only trained with 900 faces,
while the latter appears to be trained using billions of faces
[35].

Fig.9b plots the landmark specific localization error of
our independent model on frontal faces from MultiPIE.
Note that the errors around the mouth are assymetric, due
to the assymetric spatial connectivity required by a tree-
model. This suggests our model may still benefit from
additional loopy spatial constraints. However, our model
still generates fairly accurate localizations even compared
to baselines encoding such dense spatial constraints - we
show an example AFW image with large mouth deforma-
tions in Fig.11.

Conclusion: We present a unified model for face de-
tection, pose estimation and landmark localization using a
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the frontal faces from MultiPIE. The numbers in the leg-
end are the percentage of faces whose localization error is
less than .05 (5%) of the face size. Our independent model
produces such a small error for all (100%) faces in the test-
set. (b) Landmark-specific error of our independent model.
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Figure 10: Cumulative error distribution curves for land-
mark localization. The numbers in legend are the percent-
age of testing faces that have average error below 0.05(5%)
of the face size. (*) denote models which are given an “un-
fair” advantage, such as hand-initalization or a restriction
to near-frontal faces (described further in the text). Even
so, our independent model works the best on both MultiPIE
and our AFW testset.

Fig.10a). Even given this advantage, our model outper-
forms all baselines by a large margin.

On AFW (Fig.10b), we again realistically count missed
detections as having a localization error of infinity. We
report results on large faces where landmarks are clearly
visible (which includes 329 face instances in AFW test-
set). Again, our independent model achieves the best re-
sult with 76.7% of faces having landmark localization er-
ror below 5% of face size. AAMs and CLM’s accuracy
plunges, which suggests these popular methods don’t gen-
eralize well to in-the-wild images. We gave an advantage to
AAMs, CLM and Oxford by initializing them with ground
truth bounding boxes (marked with “∗” in Fig.10b).

Our models outperform the state-of-the-art on both
datasets. We outperform all methods by a large margin on
MultiPIE. The large performance gap suggest our models

(a) Our model (b) AAM (c) CLM

Figure 11: An example AFW image with large mouth de-
formations. AAMs mis-estimate the overall scale in order
to match the mouth correctly. CLM matches the face con-
tour correctly, but sacrifices accuracy at the nose and mouth.
Our tree-structured model is flexible enough to capture large
face deformation and yields the lowest localization error.
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Figure 12: We show how different levels of sharing (as de-
scribed at the beginning of Sec.6) affect the performance of
our models on MultiPIE. We simulatenously plot localiza-
tion error in red (lower is better) and pose estimation ac-
curacy in blue (higher is better), where poses need to be
predicted with zero error tolerance. The larger number of
part templates indicate less sharing. The fully independent
model works best on both tasks.

maybe overfitting to the lab conditions of MultiPIE; this in
turn suggests they may do even better if trained on “in-the-
wild” training data similar to AFW. Our model even outper-
forms commercial systems such as face.com. This result is
surprising since our model is only trained with 900 faces,
while the latter appears to be trained using billions of faces
[35].

Fig.9b plots the landmark specific localization error of
our independent model on frontal faces from MultiPIE.
Note that the errors around the mouth are assymetric, due
to the assymetric spatial connectivity required by a tree-
model. This suggests our model may still benefit from
additional loopy spatial constraints. However, our model
still generates fairly accurate localizations even compared
to baselines encoding such dense spatial constraints - we
show an example AFW image with large mouth deforma-
tions in Fig.11.

Conclusion: We present a unified model for face de-
tection, pose estimation and landmark localization using a
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Figure 9: (a) Cumulative localization error distribution of
the frontal faces from MultiPIE. The numbers in the leg-
end are the percentage of faces whose localization error is
less than .05 (5%) of the face size. Our independent model
produces such a small error for all (100%) faces in the test-
set. (b) Landmark-specific error of our independent model.
Each ellipse denotes the standard deviation of the localiza-
tion errors.
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Figure 10: Cumulative error distribution curves for land-
mark localization. The numbers in legend are the percent-
age of testing faces that have average error below 0.05(5%)
of the face size. (*) denote models which are given an “un-
fair” advantage, such as hand-initalization or a restriction
to near-frontal faces (described further in the text). Even
so, our independent model works the best on both MultiPIE
and our AFW testset.

Fig.10a). Even given this advantage, our model outper-
forms all baselines by a large margin.

On AFW (Fig.10b), we again realistically count missed
detections as having a localization error of infinity. We
report results on large faces where landmarks are clearly
visible (which includes 329 face instances in AFW test-
set). Again, our independent model achieves the best re-
sult with 76.7% of faces having landmark localization er-
ror below 5% of face size. AAMs and CLM’s accuracy
plunges, which suggests these popular methods don’t gen-
eralize well to in-the-wild images. We gave an advantage to
AAMs, CLM and Oxford by initializing them with ground
truth bounding boxes (marked with “∗” in Fig.10b).

Our models outperform the state-of-the-art on both
datasets. We outperform all methods by a large margin on
MultiPIE. The large performance gap suggest our models

(a) Our model (b) AAM (c) CLM

Figure 11: An example AFW image with large mouth de-
formations. AAMs mis-estimate the overall scale in order
to match the mouth correctly. CLM matches the face con-
tour correctly, but sacrifices accuracy at the nose and mouth.
Our tree-structured model is flexible enough to capture large
face deformation and yields the lowest localization error.
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Figure 12: We show how different levels of sharing (as de-
scribed at the beginning of Sec.6) affect the performance of
our models on MultiPIE. We simulatenously plot localiza-
tion error in red (lower is better) and pose estimation ac-
curacy in blue (higher is better), where poses need to be
predicted with zero error tolerance. The larger number of
part templates indicate less sharing. The fully independent
model works best on both tasks.

maybe overfitting to the lab conditions of MultiPIE; this in
turn suggests they may do even better if trained on “in-the-
wild” training data similar to AFW. Our model even outper-
forms commercial systems such as face.com. This result is
surprising since our model is only trained with 900 faces,
while the latter appears to be trained using billions of faces
[35].

Fig.9b plots the landmark specific localization error of
our independent model on frontal faces from MultiPIE.
Note that the errors around the mouth are assymetric, due
to the assymetric spatial connectivity required by a tree-
model. This suggests our model may still benefit from
additional loopy spatial constraints. However, our model
still generates fairly accurate localizations even compared
to baselines encoding such dense spatial constraints - we
show an example AFW image with large mouth deforma-
tions in Fig.11.

Conclusion: We present a unified model for face de-
tection, pose estimation and landmark localization using a
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Figure 9: (a) Cumulative localization error distribution of
the frontal faces from MultiPIE. The numbers in the leg-
end are the percentage of faces whose localization error is
less than .05 (5%) of the face size. Our independent model
produces such a small error for all (100%) faces in the test-
set. (b) Landmark-specific error of our independent model.
Each ellipse denotes the standard deviation of the localiza-
tion errors.
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Figure 10: Cumulative error distribution curves for land-
mark localization. The numbers in legend are the percent-
age of testing faces that have average error below 0.05(5%)
of the face size. (*) denote models which are given an “un-
fair” advantage, such as hand-initalization or a restriction
to near-frontal faces (described further in the text). Even
so, our independent model works the best on both MultiPIE
and our AFW testset.

Fig.10a). Even given this advantage, our model outper-
forms all baselines by a large margin.

On AFW (Fig.10b), we again realistically count missed
detections as having a localization error of infinity. We
report results on large faces where landmarks are clearly
visible (which includes 329 face instances in AFW test-
set). Again, our independent model achieves the best re-
sult with 76.7% of faces having landmark localization er-
ror below 5% of face size. AAMs and CLM’s accuracy
plunges, which suggests these popular methods don’t gen-
eralize well to in-the-wild images. We gave an advantage to
AAMs, CLM and Oxford by initializing them with ground
truth bounding boxes (marked with “∗” in Fig.10b).

Our models outperform the state-of-the-art on both
datasets. We outperform all methods by a large margin on
MultiPIE. The large performance gap suggest our models

(a) Our model (b) AAM (c) CLM

Figure 11: An example AFW image with large mouth de-
formations. AAMs mis-estimate the overall scale in order
to match the mouth correctly. CLM matches the face con-
tour correctly, but sacrifices accuracy at the nose and mouth.
Our tree-structured model is flexible enough to capture large
face deformation and yields the lowest localization error.
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Figure 12: We show how different levels of sharing (as de-
scribed at the beginning of Sec.6) affect the performance of
our models on MultiPIE. We simulatenously plot localiza-
tion error in red (lower is better) and pose estimation ac-
curacy in blue (higher is better), where poses need to be
predicted with zero error tolerance. The larger number of
part templates indicate less sharing. The fully independent
model works best on both tasks.

maybe overfitting to the lab conditions of MultiPIE; this in
turn suggests they may do even better if trained on “in-the-
wild” training data similar to AFW. Our model even outper-
forms commercial systems such as face.com. This result is
surprising since our model is only trained with 900 faces,
while the latter appears to be trained using billions of faces
[35].

Fig.9b plots the landmark specific localization error of
our independent model on frontal faces from MultiPIE.
Note that the errors around the mouth are assymetric, due
to the assymetric spatial connectivity required by a tree-
model. This suggests our model may still benefit from
additional loopy spatial constraints. However, our model
still generates fairly accurate localizations even compared
to baselines encoding such dense spatial constraints - we
show an example AFW image with large mouth deforma-
tions in Fig.11.

Conclusion: We present a unified model for face de-
tection, pose estimation and landmark localization using a
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Figure 9: (a) Cumulative localization error distribution of
the frontal faces from MultiPIE. The numbers in the leg-
end are the percentage of faces whose localization error is
less than .05 (5%) of the face size. Our independent model
produces such a small error for all (100%) faces in the test-
set. (b) Landmark-specific error of our independent model.
Each ellipse denotes the standard deviation of the localiza-
tion errors.
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Figure 10: Cumulative error distribution curves for land-
mark localization. The numbers in legend are the percent-
age of testing faces that have average error below 0.05(5%)
of the face size. (*) denote models which are given an “un-
fair” advantage, such as hand-initalization or a restriction
to near-frontal faces (described further in the text). Even
so, our independent model works the best on both MultiPIE
and our AFW testset.

Fig.10a). Even given this advantage, our model outper-
forms all baselines by a large margin.

On AFW (Fig.10b), we again realistically count missed
detections as having a localization error of infinity. We
report results on large faces where landmarks are clearly
visible (which includes 329 face instances in AFW test-
set). Again, our independent model achieves the best re-
sult with 76.7% of faces having landmark localization er-
ror below 5% of face size. AAMs and CLM’s accuracy
plunges, which suggests these popular methods don’t gen-
eralize well to in-the-wild images. We gave an advantage to
AAMs, CLM and Oxford by initializing them with ground
truth bounding boxes (marked with “∗” in Fig.10b).

Our models outperform the state-of-the-art on both
datasets. We outperform all methods by a large margin on
MultiPIE. The large performance gap suggest our models

(a) Our model (b) AAM (c) CLM

Figure 11: An example AFW image with large mouth de-
formations. AAMs mis-estimate the overall scale in order
to match the mouth correctly. CLM matches the face con-
tour correctly, but sacrifices accuracy at the nose and mouth.
Our tree-structured model is flexible enough to capture large
face deformation and yields the lowest localization error.
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Figure 12: We show how different levels of sharing (as de-
scribed at the beginning of Sec.6) affect the performance of
our models on MultiPIE. We simulatenously plot localiza-
tion error in red (lower is better) and pose estimation ac-
curacy in blue (higher is better), where poses need to be
predicted with zero error tolerance. The larger number of
part templates indicate less sharing. The fully independent
model works best on both tasks.

maybe overfitting to the lab conditions of MultiPIE; this in
turn suggests they may do even better if trained on “in-the-
wild” training data similar to AFW. Our model even outper-
forms commercial systems such as face.com. This result is
surprising since our model is only trained with 900 faces,
while the latter appears to be trained using billions of faces
[35].

Fig.9b plots the landmark specific localization error of
our independent model on frontal faces from MultiPIE.
Note that the errors around the mouth are assymetric, due
to the assymetric spatial connectivity required by a tree-
model. This suggests our model may still benefit from
additional loopy spatial constraints. However, our model
still generates fairly accurate localizations even compared
to baselines encoding such dense spatial constraints - we
show an example AFW image with large mouth deforma-
tions in Fig.11.

Conclusion: We present a unified model for face de-
tection, pose estimation and landmark localization using a
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Figure 9: (a) Cumulative localization error distribution of
the frontal faces from MultiPIE. The numbers in the leg-
end are the percentage of faces whose localization error is
less than .05 (5%) of the face size. Our independent model
produces such a small error for all (100%) faces in the test-
set. (b) Landmark-specific error of our independent model.
Each ellipse denotes the standard deviation of the localiza-
tion errors.
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Figure 10: Cumulative error distribution curves for land-
mark localization. The numbers in legend are the percent-
age of testing faces that have average error below 0.05(5%)
of the face size. (*) denote models which are given an “un-
fair” advantage, such as hand-initalization or a restriction
to near-frontal faces (described further in the text). Even
so, our independent model works the best on both MultiPIE
and our AFW testset.

Fig.10a). Even given this advantage, our model outper-
forms all baselines by a large margin.

On AFW (Fig.10b), we again realistically count missed
detections as having a localization error of infinity. We
report results on large faces where landmarks are clearly
visible (which includes 329 face instances in AFW test-
set). Again, our independent model achieves the best re-
sult with 76.7% of faces having landmark localization er-
ror below 5% of face size. AAMs and CLM’s accuracy
plunges, which suggests these popular methods don’t gen-
eralize well to in-the-wild images. We gave an advantage to
AAMs, CLM and Oxford by initializing them with ground
truth bounding boxes (marked with “∗” in Fig.10b).

Our models outperform the state-of-the-art on both
datasets. We outperform all methods by a large margin on
MultiPIE. The large performance gap suggest our models

(a) Our model (b) AAM (c) CLM

Figure 11: An example AFW image with large mouth de-
formations. AAMs mis-estimate the overall scale in order
to match the mouth correctly. CLM matches the face con-
tour correctly, but sacrifices accuracy at the nose and mouth.
Our tree-structured model is flexible enough to capture large
face deformation and yields the lowest localization error.
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Figure 12: We show how different levels of sharing (as de-
scribed at the beginning of Sec.6) affect the performance of
our models on MultiPIE. We simulatenously plot localiza-
tion error in red (lower is better) and pose estimation ac-
curacy in blue (higher is better), where poses need to be
predicted with zero error tolerance. The larger number of
part templates indicate less sharing. The fully independent
model works best on both tasks.

maybe overfitting to the lab conditions of MultiPIE; this in
turn suggests they may do even better if trained on “in-the-
wild” training data similar to AFW. Our model even outper-
forms commercial systems such as face.com. This result is
surprising since our model is only trained with 900 faces,
while the latter appears to be trained using billions of faces
[35].

Fig.9b plots the landmark specific localization error of
our independent model on frontal faces from MultiPIE.
Note that the errors around the mouth are assymetric, due
to the assymetric spatial connectivity required by a tree-
model. This suggests our model may still benefit from
additional loopy spatial constraints. However, our model
still generates fairly accurate localizations even compared
to baselines encoding such dense spatial constraints - we
show an example AFW image with large mouth deforma-
tions in Fig.11.

Conclusion: We present a unified model for face de-
tection, pose estimation and landmark localization using a

7
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DPMs vs explicit mixtures

Mixtures of rigid templates Part model

“Exemplar SVMs” 
Malisiewicz et al ICCV 11
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DPMs vs explicit mixtures

Mixtures of rigid templates Part model

“Exemplar SVMs” 
Malisiewicz et al ICCV 11

1) Share parameters across templates
2) Synthesize new templates not seen during training
3) Efficiently search over templates using dynamic programming

Compared to a mixture of exemplars, part models...
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Mixtures of rigid 
templates

Part modelMixtures of rigid templates 
with tied parameters

 (given by parts)

1) Share parameters across mixtures
2) “Synthesize” new rigid templates not seen during training

To examine (1) vs (2), lets define mixture of exemplars with sharing

DPMs vs explicit mixtures
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Mixtures

An analysis of part models

Zhu, Vondrick, Ramanan & Fowlkes, 
“Do we need more training data or better models?”

BMVC 2012
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Mixtures with sharing
Mixtures

An analysis of part models

reduce noise in mixtures by sharing parameters

Zhu, Vondrick, Ramanan & Fowlkes, 
“Do we need more training data or better models?”

BMVC 2012
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Supervised tree DPM
Mixtures with sharing
Mixtures

An analysis of part models

“Synthesis” of unseen (rare) templates is 
even more beneficial than sharing

DPM

synthesize new templates
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Supervised tree DPM
Mixtures with sharing
Mixtures

An argument against “big-data”

One can train a state-of-art face detector (c.f. Google 
Picassa & Facebook’s face.com) with 100 faces!

DPM
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Strategic questions

Given a collection of training images / templates, how do we share 
information between them and generate new unseen templates?

1. “Parts” = local quantized bits of templates
2. Define rules to create new unseen compositions of parts

Other approaches...

Wednesday, August 7, 2013



How can we scale to thousands of parts?

Nearest neighbor indexing (Google team, CVPR13)
Wednesday, August 7, 2013



How can we scale to thousands of parts?

“Parts” are simply linear filter banks. 
Apply tools/representations from image processing
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Steerable + separable basis

≈ linear combinations of basis templates

This can be implemented as a rank-restriction on original set of templates

Freeman, Adelson, Perona

wi =
�

j

sijbj
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Steerable (& separable) 
part models

Philosophy: We should treat parameters w as spatial filters, not vectors

Models are 5-100X smaller & faster with near-equivalent performance 
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Method Reduction # basis Subspace Accuracy of exact Localization error

in # params ns dimension nk pose estimation (mse)

1050-part baseline[2] 1 - - 91.4 0.0234

146-part baseline[2] 7.2 - - 82.0 0.0256

99-shared baseline[2] 10.6 - - 81.5 0.0281

Our Model 7.2 93 8 91.6 0.0236

Our Model 22.2 30 8 89.3 0.0247

Our Model 24.3 30 4 89.9 0.0256

Table 2: We compare our results in facial detection, pose estimation, and landmark localization with the baseline in [2]. We

compare against baseline models with different amounts of sharing. We show the results for different number of basis filters

ns and different subspace dimensions nk. We achieve almost the same performance, in both pose estimation and landmark

localization, with a 10-20X reduction in model size.

Category plane bicycle bird boat bottle bus car cat chair cow

voc-rel4[6] 29.6 57.3 10.1 17.1 25.2 47.8 55.0 18.4 21.6 24.7

Our Baseline 27.1 57.1 10.2 13.9 22.5 47.3 52.2 17.4 17.8 23.8

Our Model 29.7 56.6 10.2 15.3 23.1 48.7 53.8 15.7 19.9 22.2

Category table dog horse mbike person plant sheep sofa train tv total

voc-rel4[6] 23.3 11.2 57.6 46.5 42.1 12.2 18.6 31.9 44.5 40.9 31.8

Our Baseline 20.4 6.8 56.1 43.5 42.3 12.0 18.5 32.5 39.0 39.7 30.0

Our Model 20.5 4.3 56.0 46.0 40.4 12.3 18.6 30.1 40.4 41.4 30.3

Table 3: Average precision for different object categories in PASCAL 2007 dataset. The first row contains the results reported

in the released code of [6] without any post-processing. We reimplemented the code to allow for easier modification. Our

reimplementation is shown in the second row. The third row is the steerable variant of our reimplementation, tuned for

ns = 60 and 3X reduction in the number of parameters. Our performance slightly increases while yielding a smaller and

faster model.

(a) Baseline (np=1050, nf=32) (b) Our model (ns=93, nk=8)

Figure 6: On the left, we show one of views from the

multi-view facial model from [2]. Tree-structured spatial

constraints between parts are drawn as red lines. On the

right, we show our learned model reconstructed from a

steerable/separable part vocabulary, which is roughly 7X

smaller. Our model looks and performs similar, but is much

smaller and faster at inference time.

ply our steerable representation on the part filters and not

the root filters, since the former are all equivalent in size.

Across all categories, the size of the part vocabulary can be

(a) Baseline (np=480) (b) Our model (ns=60)

Figure 7: On the left, we show our implementation of the

car model from [7]. On the right, we show our learned

model with 60 steerable basis filters, shared across all 20

object categories. Our model looks and performs similar,

but is 3X smaller and faster at run-time.

written as np = 480, nxy = 36, nf = 32. We explore a

steerable model with ns = 60, nf = 32, since we found

that a shared feature basis hurts in the multi-category sce-

nario. Our models are 3X smaller and faster with a near

equivalent performance (Table 3 and Fig. 7).

Conclusion: We describe a method for learning steer-

able deformable part models, based on the observation that

part templates can be written as linear filter banks. We

show how can leverage existing SVM-solvers to learn steer-

able representations using rank-constraints. We demon-

strate impressive results on three diverse problems in recog-

7

648

649

650

651

652

653

654

655

656

657

658

659

660

661

662

663

664

665

666

667

668

669

670

671

672

673

674

675

676

677

678

679

680

681

682

683

684

685

686

687

688

689

690

691

692

693

694

695

696

697

698

699

700

701

702

703

704

705

706

707

708

709

710

711

712

713

714

715

716

717

718

719

720

721

722

723

724

725

726

727

728

729

730

731

732

733

734

735

736

737

738

739

740

741

742

743

744

745

746

747

748

749

750

751

752

753

754

755

CVPR
#1067

CVPR
#1067

CVPR 2012 Submission #1067. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Method Reduction # basis Subspace Accuracy of exact Localization error

in # params ns dimension nk pose estimation (mse)

1050-part baseline[2] 1 - - 91.4 0.0234

146-part baseline[2] 7.2 - - 82.0 0.0256

99-shared baseline[2] 10.6 - - 81.5 0.0281

Our Model 7.2 93 8 91.6 0.0236

Our Model 22.2 30 8 89.3 0.0247

Our Model 24.3 30 4 89.9 0.0256

Table 2: We compare our results in facial detection, pose estimation, and landmark localization with the baseline in [2]. We

compare against baseline models with different amounts of sharing. We show the results for different number of basis filters

ns and different subspace dimensions nk. We achieve almost the same performance, in both pose estimation and landmark

localization, with a 10-20X reduction in model size.

Category plane bicycle bird boat bottle bus car cat chair cow

voc-rel4[6] 29.6 57.3 10.1 17.1 25.2 47.8 55.0 18.4 21.6 24.7

Our Baseline 27.1 57.1 10.2 13.9 22.5 47.3 52.2 17.4 17.8 23.8

Our Model 29.7 56.6 10.2 15.3 23.1 48.7 53.8 15.7 19.9 22.2
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Table 3: Average precision for different object categories in PASCAL 2007 dataset. The first row contains the results reported

in the released code of [6] without any post-processing. We reimplemented the code to allow for easier modification. Our

reimplementation is shown in the second row. The third row is the steerable variant of our reimplementation, tuned for

ns = 60 and 3X reduction in the number of parameters. Our performance slightly increases while yielding a smaller and

faster model.

(a) Baseline (np=1050, nf=32) (b) Our model (ns=93, nk=8)

Figure 6: On the left, we show one of views from the

multi-view facial model from [2]. Tree-structured spatial

constraints between parts are drawn as red lines. On the

right, we show our learned model reconstructed from a

steerable/separable part vocabulary, which is roughly 7X

smaller. Our model looks and performs similar, but is much

smaller and faster at inference time.

ply our steerable representation on the part filters and not

the root filters, since the former are all equivalent in size.

Across all categories, the size of the part vocabulary can be

(a) Baseline (np=480) (b) Our model (ns=60)

Figure 7: On the left, we show our implementation of the

car model from [7]. On the right, we show our learned

model with 60 steerable basis filters, shared across all 20

object categories. Our model looks and performs similar,

but is 3X smaller and faster at run-time.

written as np = 480, nxy = 36, nf = 32. We explore a

steerable model with ns = 60, nf = 32, since we found

that a shared feature basis hurts in the multi-category sce-

nario. Our models are 3X smaller and faster with a near

equivalent performance (Table 3 and Fig. 7).

Conclusion: We describe a method for learning steer-

able deformable part models, based on the observation that

part templates can be written as linear filter banks. We

show how can leverage existing SVM-solvers to learn steer-

able representations using rank-constraints. We demon-

strate impressive results on three diverse problems in recog-
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A look back

Geometric statistical models

−10 −5 0 5 10

−10

−5

0

5

10

x

y

−10 −5 0 5 10

−10

−5

0

5

10

x

y

−5 0 5

−5

0

5

x

y

−5 0 5

−5

0

5

x

y

−5 0 5

−6

−4

−2

0

2

4

6

x

y

Left knee wrt hip Left foot wrt knee Left hand wrt elbowNeck wrt Head Left elbow wrt shoulder

Figure 3: We take a “data-driven” approach to orientation-modeling by clustering the relative locations of parts with respect
to their parents. These clusters are used to generate mixture labels for parts during training. For example, heads tend to
be upright, and so the associated mixture models focus on upright orientations. Because hands articulate to a large degree,
mixture models for the hand are spread apart to capture a larger variety of relative orientations.

Figure 5: A visualization of our full-body model for T = 4, trained on the Parse dataset. Note that we show them as 4
separate models, but we emphasize that our representation allows for the composition of any part type with any other part
type, where the score associated with each combination decomposes into a tree (and so is efficient to search over) and is
learned from training data.

Image Parse Testset
Method Torso Head Upper legs Lower legs Upper arms Lower arms Total
R Gradient[?] 39.5 21.4 20.7 20.7 12.7 11.7 19.2
R Gradient+RGB[?] 52.1 37.5 31.0 29.0 17.5 13.6 27.2
ARS HOG [?] 81.4 75.6 63.2 55.1 47.6 31.7 55.2
JE HOG [?] 73.2 62.4 58.6 52.2 47.8 32.5 51.8
JE HOG+RGB [?] 77.6 68.8 61.5 54.9 53.2 39.3 56.4
SNH ROG [?] 54.8
SNH ROG+RGB [?] 91.2 76.6 71.5 64.9 50.0 34.2 60.9
Our Model HOG 89.8 87.8 78.5 69.0 64.4 36.1 67.4

Table 1: We compare our model to all previous published results on the Parse dataset, using the standard criteria of PCP [?].
Our total performance of 67.4% compares favorably to the best previous result of 60.9%. We also beat all previous results
on a per-part basis, except for torso and lower arm detection, for which we are second. [?] uses the same HOG feature set as
us, but embedded in a classic articulated pictorial structure. The relative improvement of our approach is 20%, indicating the
quality of our flexible part-mixture representation.
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Figure 2: Our mixture-of-trees model encodes topological changes due to viewpoint. Red lines denote springs between pairs
of parts; note there are no closed loops, maintaining the tree property. All trees make use of a common, shared pool of part
templates, which makes learning and inference efficient.

[1] and face.com [2] (the best-performing system on LFW
benchmark [3]). We first show results in controlled lab
settings, using the well-known MultiPIE benchmark [16].
We definitively outperform past work in all tasks, partic-
ularly so for extreme viewpoints. As our results saturate
this benchmark, we introduce a new “in the wild” dataset of
Flickr images annotated with faces, poses, and landmarks.
In terms of face detection, our model substantially outper-
forms ViolaJones, and is on par with the commercial sys-
tems above. In terms of pose and landmark estimation,
our results dominate even commercial systems. Our results
are particularly impressive since our model is trained with
thousands of images, while commercial systems use up to
billions of examples [32]. Another result of our analysis is
evidence of large gap between currently-available academic
solutions and commercial systems; we will address this by
releasing open-source software.

2. Related Work
As far as we know, no previous work jointly addresses

the tasks of face detection, pose estimation, and landmark
estimation. However, there is a rich history of all three in
vision. Space does not allow for a full review; we refer
the reader to the recent surveys [39, 23, 37]. We focus on
methods most related to ours.

Face detection is dominated by discriminatively-trained
scanning window classifiers [29, 20, 24, 18], most ubiqui-
tous of which is the Viola Jones detector [35] due its open-
source implementation in the OpenCV library. Our system
is also trained discriminatively, but with much less training
data, particularly when compared to commercial systems.

Pose estimation tends to be addressed in a video scenario
[39], or a controlled lab setting that assumes the detection
problem is solved, such as the MultiPIE [16] or FERET [28]
benchmarks. Most methods use explicit 3D models [6] or
2D view-based models [27, 10, 34]. We use view-based
models that share a central pool of parts. From this perspec-
tive, our approach is similar to aspect-graphs that reason
about topological changes between 2D views of an object
[7].

Facial landmark estimation dates back to the classic ap-
proaches of Active Appearance Models (AAMs) [9] and
elastic graph matching [22, 36]. [17] extend the idea to

3D by building a model of 3D landmarks and their asso-
ciated view-based patches. Recent work has focused on
global spatial models built on top of local part detectors,
sometimes known as Constrained Local Models (CLMs)
[11, 31, 5]. Notably, all such work assumes a densely con-
nected spatial model, requiring the need for approximate
matching algorithms. By using a tree model, we can use
efficient dynamic programming algorithms to find globally
optimal solutions.

From a modeling perspective, our approach is similar to
those that reason about mixtures of deformable part models
[14, 38]. In particular [19] use mixtures of trees for face de-
tection and [13] use mixtures of trees for landmark estima-
tion. Our model simultaneously addresses both with state-
of-the-art results, in part because it is aggressively trained
to do so in a discriminative, max-margin framework. For
example, previous approaches train part templates indepen-
dantly, while our templates are trained “contextually” in a
joint optimization. We also explore part sharing for reduc-
ing model size and computation, as in [33, 25].

3. Model
Our model is based on mixture of trees with a shared

pool of parts V . We model each facial landmark as a part
and use global mixtures to capture topological changes due
to viewpoint. We show such mixtures for viewpoint in
Fig.2. We will later show that global mixtures can also
be used to capture gross deformation changes for a single
viewpoint, such as changes in expression.

Tree structured part model: We write each tree Tm =
(Vm, Em) as a linearly-parameterized, tree-structured pic-
torial structure [38], where m indicates a mixture and Vm ⊆
V . Let us write I for an image, and li = (xi, yi) for the
pixel location of part i. We score a configuration of parts
L = {li : i ∈ V } as:

S(I, L,m) = Appm(I, L) + Shapem(L) + αm (1)

Appm(I, L) =
�

i∈Vm

wm
i · φ(I, li) (2)

Shapem(L) =
�

ij∈Em

amijdx
2 + bmijdx+ cmijdy

2 + dmijdy

(3)
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Abstract

We describe a method for learning steerable deformable

part models. Our models exploit the fact that part tem-

plates can be written as linear filter banks. We demonstrate

that one can enforce steerability and separability during

learning by applying rank constraints. These constraints

are enforced with a coordinate descent learning algorithm,

where each step can be solved with an off-the-shelf struc-

tured SVM solver. The resulting models are orders of mag-

nitude smaller than their counterparts, greatly simplifying

learning and reducing run-time computation. Limiting the

degrees of freedom also reduces overfitting, which is useful

for learning large part vocabularies from limited training

data. We learn steerable variants of several state-of-the-art

models for object detection, human pose estimation, and fa-

cial landmark estimation. Our steerable models are smaller,

faster, and often improve performance.

1. Introduction
Part-based models provide a promising framework for

capturing variation in the appearance of an object. They
do so by reasoning about local appearance using part tem-
plates; by composing different parts together in shifted posi-
tions, one can model a variety of global appearances. How-
ever, one will likely need a large set of parts to model
changes in view point, deformation, scale, etc., across thou-
sands of object categories. One challenge that lies ahead is
the development of scalable representations that efficiently
capture such large-scale part vocabularies.

Most current part models are implemented as templates
defined on gradient features such as HOG [3]. Often these
templates are trained using linear classifiers (such as an
SVM), resulting in very high-dimensional learning prob-
lems. We argue that by conceptualizing these problems as
one of learning spatial filters rather than high-dimensional
parameter vectors, one can leverage the considerable body
of work in image processing for developing efficient repre-
sentations [8, 14, 11].

Typical approaches for reducing the size of a part vocab-

(a) Changes in part viewpoint

(b) Vocabulary of parts

(c) Steerable basis

Figure 1: One needs large part vocabularies to capture vari-
ations in appearance due to viewpoint (a), among other fac-
tors. We approximate a large vocabulary of thousands of
part templates (b) as linear combinations of a small set of
basis parts (c). We show how can learn a steerable, sep-
arable basis together with the steering coefficients using
rank-constrained structural SVMs. This reduces the num-
ber of model parameters by orders of magnitude, simplify-
ing learning and increasing run-time speed.

ulary include vector quantization (e.g., visual words [18]).
We show that one can also use linear subspace methods as
an alternative form of compression. We represent a large
vocabulary of parts as linear combinations of a small set
of basis filters. One can use a small number of basis fil-
ters to “steer” across a variety of factors, including view-
point, scales, and even semantic part types. We show that
one can encode steerable and separable constraints during

learning using the framework of rank-constrained classi-
fiers [15, 10, 21]. We simultaneously learn a separable and
steerable basis, together with the steering coefficients, using
structural SVMs [20].

Our steerable representations can reduce the number of
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Most current part models are implemented as templates
defined on gradient features such as HOG [3]. Often these
templates are trained using linear classifiers (such as an
SVM), resulting in very high-dimensional learning prob-
lems. We argue that by conceptualizing these problems as
one of learning spatial filters rather than high-dimensional
parameter vectors, one can leverage the considerable body
of work in image processing for developing efficient repre-
sentations [8, 14, 11].

Typical approaches for reducing the size of a part vocab-
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Figure 1: One needs large part vocabularies to capture vari-
ations in appearance due to viewpoint (a), among other fac-
tors. We approximate a large vocabulary of thousands of
part templates (b) as linear combinations of a small set of
basis parts (c). We show how can learn a steerable, sep-
arable basis together with the steering coefficients using
rank-constrained structural SVMs. This reduces the num-
ber of model parameters by orders of magnitude, simplify-
ing learning and increasing run-time speed.

ulary include vector quantization (e.g., visual words [18]).
We show that one can also use linear subspace methods as
an alternative form of compression. We represent a large
vocabulary of parts as linear combinations of a small set
of basis filters. One can use a small number of basis fil-
ters to “steer” across a variety of factors, including view-
point, scales, and even semantic part types. We show that
one can encode steerable and separable constraints during

learning using the framework of rank-constrained classi-
fiers [15, 10, 21]. We simultaneously learn a separable and
steerable basis, together with the steering coefficients, using
structural SVMs [20].

Our steerable representations can reduce the number of
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