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Unsupervised discovery of category 
and object models 

Martial Hebert 

The task 
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Common ingredients 

1. Generate candidate segments 

2. Estimate similarity between candidate 
segments 

3. Prune resulting (implicit) graph 

4. Extract subgraphs corresponding to objects 

1. Generate candidate segments 
ÅRegions from multiple segmentations 
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2. Estimate similarity between 
candidate segments 

Segments Segments 

6 
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3. Prune graph 

4. Extract subgraphs corresponding to objects 
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Discovered Objects 

The task: Key issues 

ÅIn reality: Very large graph 
ïFull pairwise comparison intractable for real problems 
ïMost of the graph irrelevant to any category 

ÅQuestions: 
ïHow to cluster segments? 
ïHow to define robust affinities? 
ïHow to select/prune candidate segments and edges to 

reduce graph? 

Discovered Objects 

Outline 

Å How to cluster segments? 
ïTopic model 
ïGraph/spectral clustering 
ïGraph analysis 

Å How to define robust affinities? 
ïRobust affinities from contextual information 

Å How to select/prune candidate segments and edges to reduce graph? 
ïSelect segments using learned objectness 
ïPrune graph edges using domain constraints 
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Clustering: Topic models 
ÅAvoid comparing segments explicitly by 

estimating directly correspondence between 
segments and unknown (latent) models. 
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Clustering: Topic models (PLSA) 
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From topics to segments 

ÅSegment score = estimated from difference (KLD) 
between actual distribution of words in image 
segment and predicted distribution ὖύȿᾀ 

ÅSelect segment with highest score 

Example 

From LabelMe ŘŀǘŀǎŜǘΧΦΦ 
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Clustering: Topics models 

ÅExtension to LDA by parameterizing and sampling 
from p(z|d)  

ÅFewer parameters, reduced overfitting 

ÅMore general forms (NMF) 

 

ÅFixed K 

ÅSimilarity matrix 
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Clustering: Graph and spectral techniques  
 

A B 
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ÅN segments 

ÅS = N x N similarity 
matrix 

ÅD = degree matrix 
(Ὀ Вί ) 

Relaxed problem:  
Indicator vector of (A,B) approximated by 2nd 

principal eigenvector of Ὀ Ὀ ὛὈ  

Clustering: Graph and spectral techniques  
Example: Normalized cuts 


