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Previous works on acceleration 

x 3x 4
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= h � , i✏
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• Parts V= {v1,  vn}

• Connected by springs in star configuration to nose

• Quadratic cost for spring
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Deformable Part Models (DPMs) 
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P. Felzenszwalb, and D. Huttenlocher, Pictorial Structures for Object Recognition, IJCV 2005 
P. Felzenszwalb, et. Al., Object Detection with Discriminatively Trained Part-Based Models, 2010 
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Part score computation 
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Part score s[x] =
X

y

hh[x+ y],w[y]ih[x]
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p = 1
...

p = P

Object detection with DPMs 

x 3x 4
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PnA 2012 

I. K., Rapid DPM detection using Dual Tree Branch-and-Bound, NIPS, 2011/INRIA TR 2012 
I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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Object detection complexity 

Threshold-based detection: recover all locations above threshold 

x 3x 4

1-best detection: recover top-scoring candidate 

Key idea: avoid the exact evaluation of S(x)  

Naïve implementation (Dynamic Programming) : 

Generalized Distance Transforms (GDT): 

 Our work (best-case):  

I. K., Rapid DPM detection using Dual Tree Branch-and-Bound, NIPS, 2011/INRIA TR 2012 

Score for object hypothesis: 
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Branch-and-Bound for Deformable Part Models 

x 3x 4

I. K., Rapid DPM detection using Dual Tree Branch-and-Bound, NIPS, 2011/INRIA TR 2012 
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Branch and bound technique 

•  Task: 
 
•  Bounding function: 
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Branch-and-bound algorithm 



21 Part-based object and action recognition 

Bounding a mixture-of-gaussians 

•  Property: 

•  Function: 
 
  

f(x) = ⇡1N(x;µ1,�1) + ⇡2N(x;µ2,�2)

= ⇡1N(d(X,µ1,�1); 0, 1) + ⇡2N(d(X,µ2,�2); 0, 1)
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Goal:  

Focus on constructing 

Bounding the DPM cost function 

x 3x 4

where 
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Partition domains:  

Breaking up the message bound 

x 3x 4

Define:  
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Intuitively:  take best source point, put it at best possible source location 

Bounding the source-to-domain contributions 

x 3x 4

Quantities involved: 

Upper bound: 
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Bounding the binary term 
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Done so far 

Large intervals: loose bounds 

Small intervals: tight bounds, but maximization over multiple terms  

Need to prune A.G. Gray and A.W. Moore. Nonparametric density estimation: 
Toward computational tractability. ICDM 2003 
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Supporter pruning demonstration 
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Supporter pruning demonstration 
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Results on Pascal VOC 

1200 images, 20 Categories per image 
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Results on Pascal VOC 
1200 images, 20 Categories per image 

 
[4] P.F. Felzenszwalb, R. Girshick, D. A. McAllester, and D. Ramanan,  
   Object Detection with Discriminatively Trained Part-Based Models, 2010 
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= h � , i✏

Part 1: B&B for DPMs 

Part 2: Bounds for part scores 

I. K., Rapid DPM detection using Dual Tree Branch-and-Bound, NIPS, 2011/INRIA TR 2012 

I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 

Talk outline 

http://vision.mas.ecp.fr/Personnel/iasonas/dpms.html 
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Bounding the part scores 

...

...

...

DTBB, NIPS 2011 GDT 

I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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Part score computation 

w[y]

h[x+ y]
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Part scores s[x] =
X

y

hh[x+ y],w[y]i



41 Part-based object and action recognition 

HOG cell quantization: visual ‘letters’ 
C = {C1, . . . , C256}

I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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HOG feature quantization 
HOG detail Quantized HOG 

h[x] ĥ[x] = C

i[x]

Codebook indices 

i[x] = argmin
k

d(h[x], Ck)

I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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Efficient inner product approximation 

h , i ' h , i
X

y

hh[x+ y],w[y]i '
X

y

hĥ[x+ y],w[y]i

s[x] ' ŝ[x]

I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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Efficient inner product approximation 

Bounding Part Scores for Rapid Detection. 3

filter and then focus on a subset of part locations while also dynamically pruning the
set of candidate object locations.

3 Part Score Bounding

3.1 Score Approximation

We compute part scores as inner products of Histogram-of-Gradient (HOG) [16] fea-
tures with a part-specific weight vector, trained as in [7]. Denoting by h[x, f ] the f -th
dimension of the HOG cell located at x, and by w[y, f ] the value of the ‘part template’
(weight vector) for location y and dimension f , the score of a part at x is:

s[x] =
∑

y∈Y

F∑

f=1

w[y, f ]h[x+ y, f ], (1)

where Y is a set of displacements and F = 32 is the dimensionality of the HOG cell at
any point; we skip part indexes for simplicity. For ‘part filters’ Y = [0, 5] × [0, 5], so
computing the score at any point x requires 36 · 32 multiplications and summations.

Our goal is to replace these |Y | · F operations with a rapidly computable approxi-
mation. By introducing the F -dimensional vectors wy = [w[y, 1], . . . , w[y, F ]]T , and
hx = [h[x, 1], . . . ,h[x, F ]]T , we can write the right hand side of Eq. 1 as:

s[x] =
∑

y

〈wy,hx+y〉. (2)

As in [1], we use vector quantization to replace the F multiplications involved in every
inner product with a single lookup operation that approximates the final outcome. For
this we construct a codebook C = {C1, . . . , CK} for h with K-means clustering (we
use K =256) and create a K × |Y | array of precomputed values:

Π[k, y] = 〈Ck,wy〉, (3)

which gives the score of part-cell y in the presence of an image-cell Ck.
When provided with a new image we quantize its HOG cells with our dictionary, i.e.

we associate an index I[x] = argminkd(Ck,hx) with every image-cell hx; in particular
we use KD-trees for fast approximate nearest neighbor search [17]. Given x we consider
hi,j $ CI[x] and use use this approximation in Eq. 2 to obtain:

〈hx+y,wy〉 $ 〈CI[x+y],wy〉 = Π[I[x+ y], y] (4)

s[x] $ ŝ[x] =
∑

y

Π[I[x+ y], y], (5)

which exchanges the |Y | · F multiplications and summations of Eq. 2 with |Y | lookup
and summation operations. For F = 32 this can result in approximately a 30-fold
speedup. In practice due to the numerous memory access operations the speedup can
be smaller; our implementation is optimized to reduce the number of cache misses, but
since the method is rather technical we will report it in a larger version of the paper; we
refer to our publicly available code for details.
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h , i ' h , i
hh[x+ y],w[y]i ' hĥ[x+ y],w[y]i

= hC
I[x+y],w[y]i

I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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Lookup-based estimate demonstration: s[x]

I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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Lookup-based estimate demonstration: ŝ[x]

I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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Part-level approximation error 

= h � , i✏
.
= s� ŝ

=
X

y

hh[y]� ĥ[y],w[y]i| {z }
e[y]

I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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Cell-level approximation error 

e[y] = hh[y]� ĥ[y],w[y]i= h � , i

= he[y],w[y]i

=
32X

f=1

ey[f ]wy[f ]

I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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Chebyshev inequality  
For any zero-mean random variable, and any value of α: 

6 Iasonas Kokkinos

being correct and vice versa. To obtain our bound we model the F elements of ex+y

and wy involved in the inner product giving the HOG cell-level error:

εx+y = 〈ex+y,wy〉 (10)

as samples from two distributions, Px+y(e), Py(w) respectively; since e is quantization
error, Px+y(e) is considered to be zero-mean and symmetric around zero; we do not
make assumptions about Py(w). We denote by me

x+y and mw
y the respective variances

(second moments) of the two distributions. Moreover, we assume that the quantization
error at neighboring image locations is independent ex+y; one can consider cases where
the quantization noise at neighboring locations has dependencies, e.g. when neighbor-
ing HOG cells are similar, and far outside the ‘span’ of the available codebook; a more
thorough evaluation of whether this holds is needed, even though empirically we have
observed that our subsequent bounds are valid.

Based on these assumptions, the products ex+y[f ]wy[f ], f = 1, . . . , F formed
from the f -th elements of the vectors involved in Eq. 10 can be modeled as indepen-
dent samples of a zero-mean, symmetric distribution with variance mx+y

.
= me

x+ym
w
y .

Consequently, the cell-level approximation error εx+y appearing in Eq. 10 can be seen
as the sum of F independent variables having zero mean and variance mx+y , so εx+y

will in turn be a random variable with zero mean and variance Fmx+y; similarly the
part-level approximation error εx will have zero mean and variance mx =

∑
y Fmx+y .

As per Chebyshev’s inequality [18], any zero-mean random variable X satisfies:

P (|X| > α) ≤ E{X2}
α2

, (11)

where E{·} denotes expectation - hence the numerator is the second moment of X . This
means that with probability larger than E{X2}/α2, X will be contained in [−α,α]; or,
X will be contained in [−

√
E{X2}/pe,

√
E{X2}/pe] with probability of error pe.

We can use this fact to bound εx probabilistically: with a probability of error pe we
will have εx ∈ [−

√
mx/pe,

√
mx/pe]. Since εx = s[x] − ŝ[x], this means that with

probability 1− pe we will have:

s[x] ∈
[
ŝ[x]−

√
mx/pe, ŝ[x] +

√
mx/pe

]
(12)

where mx =
∑

y

Fme
x+ym

w
y , ŝ[x] =

∑

y

Π[I[x+ y], y]. (13)

This bound is the main result of our paper. Comparing it to the Holder-based bound
of Eq. 9, we first note that the empirical estimators of me

x+y,m
w
y are related to the

2-norms of ex+y , wy , respectively as:

me
x+y =

1

F

F∑

f=1

e2x+y[f ] =
1

F
‖ex+y‖22 (14)

and similarly mw
x+y = 1

F ‖wx+y‖22. So apart from the root operation computing mx in
Eq. 13 has the same complexity as computing B in Eq. 9. Moreover the length of the
interval in Eq. 12 scales proportionally to

√
|Y |F while in Eq. 9 it scales proportionally

to |Y |F , which shows that the Chebyshev bound is tighter than the Holder bound.

Equivalently, with probability of error smaller than      : 

X 2
"
�

s
E{X2}

pe
,

s
E{X2}

pe

#
pe

I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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With probability of error at most      : 

Chebyshev-based bounds 

pe

s[x] ' ŝ[x] =
X

y

⇧[I[x+ y], y]

Lookup-based approximation: 

s[x]  s[x]  s[x]

s[x] = ŝ[x]�

sP
y kw[y]k2ke[x+ y]k2

peF

s[x] = ŝ[x] +

sP
y kw[y]k2ke[x+ y]k2

peF
I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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Bound demonstration for varying confidence 
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Bound tightness 
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Bound demonstration: s[x]

I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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Bound demonstration: ̂s[x]

I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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Bound demonstration: s[x], pe = .05

I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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Bound demonstration: s[x], pe = .05

I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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DTBB results: exact part scores 
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DTBB results, part score bounds @  pe = 0.2
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DTBB results, part score bounds @  pe = 0.1
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DTBB results, part score bounds @  pe = 0.05
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Impact on performance 

Bounding Part Scores for Rapid Detection. 9

estimate of the part scores, without the related upper and lower bounds, performance
drops significantly. However when using bounding intervals to accommodate the ‘slack’
due to the approximation error the performance directly becomes identical to the PCA-
based cascade. However our method does not require additional threshold estimation,
and as shown later is faster.

On the right plot we compare the performance of our lookup-based variant of DTBB
for different values of pe; we observe that for small values of pe the performance is
identical with GDTs, but with larger values of pe performance decreases. Again, this
validates the need for incorporating uncertainty in lookup-based approximations. This
is consistent with the observations in [1] where performance was observed to drop,
even when using a model directly trained with the lookup-based approximation to the
features; it is all the more natural that performance drops when using a model trained
with the full, clean features and testing with quantized features.
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Fig. 2. Precision-Recall curves for bicycle detection using cascade-based (left) and
branch-and-bound detection (right). Please see text for details.

Coming to timing results, we provide in Table I timings gathered from 1000 images
of the PASCAL VOC dataset, and averaged over all 20 categories. The first row indi-
cates the time spent to compute part scores by the different methods, and the following
rows indicate detection times. We observe that our lookup-based approximations are
faster both for DTBB and Cascade Detection for moderate values of the threshold θ;
in particular for θ = −.7, or θ = −.5 the lookup-based variant of cascades requires
approximately half the time of the PCA-based cascade, and 1/30 of the time of GDT-
based detection. For more conservative threshold values the part score is fully evaluated
at more points and the merits of the first fast pass get eliminated.

6 Conclusion

In this work we introduce Chebyshev’s inequality to bound part scores in a simple
and computationally efficient manner. We demonstrate the merit of our approach by
combining the part score bounds with Branch-and-Bound and Cascade detection for
deformable part models, which results in substantial speedups without loss in accuracy.

I. K., Bounding Part Scores for Rapid Object Detection with DPMs, PnA, 2012 
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10 Iasonas Kokkinos

GDTs [6] BB [2] BB-LU-5 BB-LU-1 CSC-PCA [4] CSC-LU-5 CSC-LU-1
Part terms 8.35 ± 0.77 1.69 ± 0.18 0.69 ± 0.03 0.69 ± 0.06 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
✓ = �0.5 0.60 ± 0.05 0.21 ± 0.06 0.47 ± 0.11 1.04 ± 0.25 0.56 ± 0.07 0.19 ± 0.03 0.23 ± 0.04
✓ = �0.7 0.60 ± 0.05 0.42 ± 0.10 1.00 ± 0.23 2.33 ± 0.65 0.72 ± 0.09 0.29 ± 0.04 0.36 ± 0.06
✓ = �1.0 0.60 ± 0.05 1.31 ± 0.31 3.80 ± 0.90 9.40 ± 2.70 1.04 ± 0.16 0.51 ± 0.10 1.07 ± 0.29

Table 1. Means and standard deviation timings, in seconds, of the considered approaches. GDT
stands for distance transforms, BB for Dual Tree Branch-and-Bound, CSC for cascade, and
LU-{1,5} for lookup-based bounds with p

e

= .01 and p

e

= .05 respectively.

GDTs Exact p

e

= 0.05 p

e

= 0.01

Part terms 8.35 ± 0.77 1.69 ± 0.18 0.69 ± 0.03 0.69 ± 0.06
✓ = �0.5 0.60 ± 0.05 0.21 ± 0.06 0.47 ± 0.11 1.04 ± 0.25
Sum 8.95 ± 0.82 1.90 ± 0.23 1.17 ± 0.12 1.74 ± 0.32
✓ = �0.7 0.60 ± 0.05 0.42 ± 0.10 1.00 ± 0.23 2.33 ± 0.65
Sum 8.95 ± 0.82 2.10 ± 0.24 1.70 ± 0.27 3.00 ± 0.71
✓ = �1.0 0.60 ± 0.05 1.31 ± 0.31 3.80 ± 0.90 9.40 ± 2.70
Sum 8.95 ± 0.82 3.00 ± 0.42 4.50 ± 1.02 10.01 ± 2.82

GDTs C-DPM p

e

= 0.05 p

e

= 0.01
✓ = �0.5 8.95 ± 0.82 0.56 ± 0.07 0.19 ± 0.03 0.23 ± 0.04
✓ = �0.7 8.95 ± 0.82 0.72 ± 0.09 0.29 ± 0.04 0.36 ± 0.06
✓ = �1.0 8.95 ± 0.82 1.04 ± 0.16 0.51 ± 0.10 1.07 ± 0.29

GDTs DTBB p

e

= 0.05 p

e

= 0.01

Part terms 8.35 ± 0.77 1.69 ± 0.18 0.69 ± 0.03 0.69 ± 0.06
✓ = �0.5 0.60 ± 0.05 0.21 ± 0.06 0.47 ± 0.11 1.04 ± 0.25
Sum 8.95 ± 0.82 1.90 ± 0.23 1.17 ± 0.12 1.74 ± 0.32
✓ = �0.7 0.60 ± 0.05 0.42 ± 0.10 1.00 ± 0.23 2.33 ± 0.65
Sum 8.95 ± 0.82 2.10 ± 0.24 1.70 ± 0.27 3.00 ± 0.71
✓ = �1.0 0.60 ± 0.05 1.31 ± 0.31 3.80 ± 0.90 9.40 ± 2.70
Sum 8.95 ± 0.82 3.00 ± 0.42 4.50 ± 1.02 10.01 ± 2.82

Speedup results 
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Detection with Cascade DPMs (C-DPMs) 

S0(x) = 0, I0 = [1, N ]⇥ [1,M ]

S

k

(x) = S

k�1(x) + max

x

0
(U

p

(x

0
) +B

p

(x

0
, x))

Ik = {x 2 Ik�1 : Sk�1(x) � ✓k}

Felzenszwalb, Girschick, et al: use PCA-projection of 
      

h,w
Our work: use quick upper bounds, thresholds for full HOG 

10 Iasonas Kokkinos

GDTs [6] BB [2] BB-LU-5 BB-LU-1 CSC-PCA [4] CSC-LU-5 CSC-LU-1
Part terms 8.35 ± 0.77 1.69 ± 0.18 0.69 ± 0.03 0.69 ± 0.06 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
✓ = �0.5 0.60 ± 0.05 0.21 ± 0.06 0.47 ± 0.11 1.04 ± 0.25 0.56 ± 0.07 0.19 ± 0.03 0.23 ± 0.04
✓ = �0.7 0.60 ± 0.05 0.42 ± 0.10 1.00 ± 0.23 2.33 ± 0.65 0.72 ± 0.09 0.29 ± 0.04 0.36 ± 0.06
✓ = �1.0 0.60 ± 0.05 1.31 ± 0.31 3.80 ± 0.90 9.40 ± 2.70 1.04 ± 0.16 0.51 ± 0.10 1.07 ± 0.29

Table 1. Means and standard deviation timings, in seconds, of the considered approaches. GDT
stands for distance transforms, BB for Dual Tree Branch-and-Bound, CSC for cascade, and
LU-{1,5} for lookup-based bounds with p

e

= .01 and p

e

= .05 respectively.
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Part terms 8.35 ± 0.77 1.69 ± 0.18 0.69 ± 0.03 0.69 ± 0.06
✓ = �0.5 0.60 ± 0.05 0.21 ± 0.06 0.47 ± 0.11 1.04 ± 0.25
Sum 8.95 ± 0.82 1.90 ± 0.23 1.17 ± 0.12 1.74 ± 0.32
✓ = �0.7 0.60 ± 0.05 0.42 ± 0.10 1.00 ± 0.23 2.33 ± 0.65
Sum 8.95 ± 0.82 2.10 ± 0.24 1.70 ± 0.27 3.00 ± 0.71
✓ = �0.7 0.60 ± 0.05 0.42 ± 0.10 1.00 ± 0.23 2.33 ± 0.65
Sum 8.95 ± 0.82 2.10 ± 0.24 1.70 ± 0.27 3.00 ± 0.71
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Sum 8.95 ± 0.82 3.00 ± 0.42 4.50 ± 1.02 10.01 ± 2.82

GDTs C-DPM p
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✓ = �0.5 8.95 ± 0.82 0.56 ± 0.07 0.19 ± 0.03 0.23 ± 0.04
✓ = �0.7 8.95 ± 0.82 0.72 ± 0.09 0.29 ± 0.04 0.36 ± 0.06
✓ = �1.0 8.95 ± 0.82 1.04 ± 0.16 0.51 ± 0.10 1.07 ± 0.29

GDTs C-DPM p
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= 0.05 p

e

= 0.01
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Future work 

Deformable Models: fast and accurate 
    

BB: theory-grounded blend of optimization and low-level 
processing 

    On-going work     

Part sharing  

Tighter bounds, cascades  
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66 Detecting and modeling deformable object categories 

Beyond sliding windows 
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Chebyshev inequality-II  
For a weighted sum of i.i.d. zero-mean random variables: 

with probability of error smaller than      : pe
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Chebyshev inequality for cell-level error 

with probability of error smaller than      : pe
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FX
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Chebyshev inequality for part-level error 

with probability of error smaller than      : pe

with probability of error smaller than     : pe
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Goal:  

Since 

Bounding the DPM cost function 

x 3x 4

where 

max

x2X

max

x

02X

0
[U

p

(x

0
) +B

p

(x, x

0
)]  max

x

02X

0
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I. K., Rapid DPM detection using Dual Tree Branch-and-Bound, NIPS, 2011/INRIA TR 2012 
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Application: facial feature detection in images

• Parts V= {v1,  vn}

• Connected by springs in star configuration to nose

• Quadratic cost for spring

Model

high spring cost 1 - NCC with 
appearance 
template

f(x) =
X

vi�V
mi(vi) +

X

eij�E
�(vi, vj)

=
X

vi�V
mi(vi) +

X

j

�(v1, vj)

Spring 
extension 

from v1 to vj

v1

v2 v3

v4

?

Model

v1

v2

v4

v3

Fitting the model to an image
Find the configuration with the lowest energy

h = 10^6  n = 4

Object detection with DPMs 

x 3x 4

Score for object hypothesis: 

For any candidate object location, x , gather support from all parts, p 

For every part p, maximize over all part locations, x’ 

x

x

0
x

0

x

0

p = 1 p = 2

p = 3
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Goal: keep the computation of                manageable  

Dual Recursion 

Key idea: entertain list of s that can possibly contribute to any d 

When splitting (branching) d, split also its supporters 

Originally: d is Domain-tree root, its supporter is Source-tree root   

Prune supporters based on upper and lower bounds 

Source-/ Domain-tree: KD-trees for source/domain points, respectively. 
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Supporter pruning 

 source nodes              `support’ domain node    

Recurse: 

Pruning criterion: 
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Part-based models for objects and actions 

Part-based object detection 

Part-based action recognition 

M. Raptis, I. Kokkinos, S. Soatto, Discovering Discriminative Action Parts from Mid-Level Video Representations,  CVPR 2012 
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MRFs for Action Recognition (What, where, who) 
 

Joint work with 

Michalis Raptis
Disney Research @ CMU

Stefano Soatto
UCLA

M. Raptis, I. Kokkinos, S. Soatto, Discovering Discriminative Action Parts from Mid-Level Video Representations,  CVPR 2012 



Discovery of Salient Regions"

Data-Driven Segmentation of Spatio-Temporal Regions"

• Object Parts Segmentation:"

• Motion as cue "

•  Long temporal relations of trajectories"

(Brox and Malik, ECCV’10)"



77 Machine Learning for Computer Vision – Lecture 8 

Clustering of Trajectories 

(Brox and Malik, ECCV’10)!

• Distance between trajectories:!

Spatial Distance! Average Velocity 
Difference!

            Affinity Matrix:!
 Greedy agglomerative clustering!

Trajectory Groups:!
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Part-based models for objects and actions 

Part-based object detection 

Part-based action recognition 
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•  Densely Sampled :"
•  Histogram of Gradients"
•  Histogram of Optical Flow"
•  Histogram of Oriented Edges of Motion Boundaries  "

"
• Quantization step of all descriptors"
• Bag of Features : "

•  Accumulate the labels of descriptors in the neighborhood 
of a trajectory of the group"

Trajectory Group Descriptor"

Optical Flow	

 Motion Boundaries	





Trajectory Group Descriptor"

• Histogram of dense descriptors:"

• 3D “average” trajectory:"



Pairwise Relationships"
• Characterize the change of the relative 

position of two “average” trajectories !

Slowing Converging in 
both dimensions!Converging in x dimension! Converging and Diverging !



Mid-level Representation"

Part 1!

Action Class!

Part i!

Action Model!



Action Model"

• BoF Term"

• Unary Terms"

• Pairwise Terms"

Latent Variables:! , 
Cluster Association: 

Set of Scales:!



Subgraph Matching"

Classifying a video:!

Subgraph matching as an 
MRF labeling problem!

(Tree-reweighted message passing, Kolmogorov  , PAMI 
’06)!



Learning"

Latent SVM (Felzenszwalb et al. 2008)!

Alternate between estimating     and !

Non-convex optimization -- CCCP: (Yuille and Rangarajan 
2003)!

Find     that leads to the maximum margin 
classification!

a.  Given       : !
 

b.  Given       : !
 

Ranking SVM!



Initialization "

•  Weights of pairwise terms set to zero!

•    Unary terms weights: !
•  Set equal to the center of a cluster 

produced by K-means on the descriptors 
of the positive training videos!

•  Weak Annotations with Bounding Boxes!
•  Restrict the selections of parts to groups 

intersecting the bounding boxes!
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HOHA Dataset!
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e.
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UCF Sports Dataset!
C
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ss

ifi
ca

tio
n 

A
cc

ur
ac

y!

Per-class Classification Accuracy 



Test Examples"

Colored Groups of Trajectories are associated with the model!
White colored trajectories are not selected by the model!



Localization Performance"

θ: Percentage of trajectories 
inside the bounding box!


