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• Qualitative neurobiological models 
(Hubel & Wiesel ‘59; Perrett & Oram ‘93)

• Biologically-inspired computer vision 
systems
(Fukushima ‘80; Mel ‘97; LeCun et al ‘98; Lowe, 
‘00; Thorpe ‘02; Ullman et al ‘02;  Wersing and 
Koerner ’03; Mutch & Lowe ‘06)

• Quantitative neurobiological models 
(Wallis & Rolls ‘97; Riesenhuber & Poggio ‘99; 
Amit & Mascaro ‘03; Serre et al 2005; Deco & 
Rolls ‘06; Masquelier & Thorpe ‘07)



•  System-level feedforward 
computational model, large-scale 
(100M units), spans several areas of 
the visual cortex

•  Some similarities with state-of-the-
art computer vision systems (e.g., 
convolutional and deep belief nets)

•  But constrained by anatomy and 
physiology and shown to be 
consistent with experimental data 
across areas of visual cortex

Feedforward hierarchical 
model of object recognition
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Cortical mechanisms of 
invariant recognition

• Processing based on selective 
pooling mechanisms (to gradually 
increase selectivity and invariance of 
units along hierarchy)
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Cortical mechanisms 
of invariant recognition

Gabor filters at multiple phases (one phase shown), orientations and spatial 
frequencies/scales (parameters derived from available experimental data)

S1 simple units

1164 J. Opt. Soc. Am. A/Vol. 2, No. 7/July 1985

enough for sin(0) to be approximated by 0 in radians. For
filters with orientation half-bandwidths larger than about 300,
the expressions for A01/2 should be replaced by arcsine argu-
ments, and for still larger angles (corresponding to very short
filters in the space domain) the orientation bandwidth and
even the preferred orientation would start to depend dra-
matically on spatial frequency. The reciprocal scaling rela-
tions depicted graphically in Fig. 2 and the expressions for
bandwidths in terms of space-domain properties can be de-
rived from the 2D similarity theorem and the 2D modulation
theorem, which relate the shapes and locations of the fre-
quency-domain ellipses to the filter modulation and dimen-
sions in the space domain.

A fundamental property captured in Fig. 2 is that the
product of the occupied areas of any filter's analytic function
in the two 2D domains is always independent of any dilation,
translation, or modulation of its profile, and for 2D Gabor
filters contained in the analytic functions of Eqs. (3) this
product of occupied areas is always as small as it can possibly
be, regardless of the values of any of the six parameters that
generate the different filters in the family. A further property
captured in Fig. 2 is that for different filters constrained to
occupy the same total amount of 2D space-domain area (e.g.,
those in panels B and C), any gain in spatial-frequency reso-
lution AF must be paid for by a loss in orientation resolution
A01/2; conversely, any gain in orientation resolution must be
paid for by a loss in spatial-frequency resolution. This is
because such filters that have a constant degree of 2D spatial
resolution (integration area) must also occupy a fixed amount
of area in the 2D frequency domain, and thus the frequency-
domain ellipses in panels B and C are constant in area while
their different shapes negotiate different trade-offs between
A01/2 and AF.

Finally, in analogy with Gabor's original information di-

2D Receptive Field

2D Gabor Function

Difference

A X~~~'

agram (time-frequency plane), it is useful to think of these
2D spatial filters as located in a four-dimensional (4D) in-
formation hyperspace whose four orthogonal axes are x, y, u,
and v (the 2D space and 2D frequency coordinates). In this
geometrical interpretation of spatial information there is a 4D
grain size, or minimal quantal volume, taken up by any spatial
signal or filter, namely, 1/167r2 as noted in relation (2). Ar-
bitrary 2D signals, such as actual images, could be efficiently
represented by decomposition into the elementary signals
defined in Eqs (3). Integrating the product of the image in
question times each elementary signal results in a coefficient
that specifies the amount of energy contained in each of these
minimal quantal volumes that pack information hyperspace.
Their minimal volume makes them the natural basis for image
analysis in which both 2D spatial location and 2D spectral
signature are recognized as important parameters. This
completes our generalization of Gabor's information diagram
and scheme for decomposition.

4. SIMPLE-CELL TWO-DIMENSIONAL
RECEPTIVE-FIELD PROPERTIES IN STRIATE
CORTEX
We turn now to empirical properties of simple cells in mam-
malian visual cortex in order to apply the 2D Gabor theoretical
framework developed above for understanding their recep-
tive-field profiles and the relationship between their selec-
tivities for orientation and spatial frequency. Inasmuch as
the preceding analysis is based on linear theory, the scope of
an empirical characterization must be largely limited to linear
neurons. Of the three classical categories of neurons found
in the striate cortex as enumerated by Hubel and Wiesel,1"2

namely, simple, complex, and hypercomplex cell types, only
the simple cells are generally considered linear integrators of

Fig. 3. Illustration of experimentally measured 2D receptive-field profiles of three simple cells in cat striate cortex (top row) obtained in thelaboratory of L. A. Palmer and J. P. Jones (University of Pennsylvania Medical School). Each plot shows the excitatory or inhibitory effectof a small flashing light or dark spot on the firing rate of the cell, as a function of the (x, y) location of the stimulus, computed by reverse correlation
of the 2D stimulus sequence with the neural-response sequence. The second row shows the best-fitting 2D Gabor function for each coll's re-ceptive-field profile, based on Eqs. (3) with the parameters fitted by least squares. The third row shows the residual error between the measured
response profile of each cell and Eqs. (3). In formal statistical tests, the residuals were indistinguishable from random error for 33 of the 36
simple cells tested. (From Ref. 28.)

John G. Daugman

Jones & Palmer ’87
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the model responses to such stimuli, and we found that these
equations provided good fits to the neural responses.

Portions of this work have been presented briefly elsewhere
(Carandini and Heeger, 1994, 1995).

MATERIALS AND METHODS
Experiments were performed on five cynomolgus macaque monkeys
(Macaca fascicularis) and four pigtail macaque monkeys (M. nemestrina)
ranging in weight from 1.5 to 4 kg.

Preparation and maintenance
Animals were initially anesthetized with ketamine HCl (10 mg/kg) and
premedicated with atropine sulfate (0.05 mg/kg) and acepromazine
maleate (0.1 mg/kg). Anesthesia continued on 1.5–2.0% halothane in a
98% O2–2% CO2 mixture while the initial surgery was performed.
Indwelling catheters were introduced into the saphenous veins of each
hindlimb, and a tracheotomy was performed.

The animal was then mounted in a stereotaxic instrument, and halo-
thane anesthesia was replaced by a continuous infusion of sufentanil
citrate (typically 4–6 �gzkg ⇤1zhr ⇤1, beginning with a loading dose of 4
�g/kg). EEG, ECG, and arterial blood pressure were monitored contin-
uously, and any signs of arousal were corrected by modifying the rate of
anesthetic infusion. The monkey was artificially respirated with a mix-
ture of O2 , N2O, and CO2 adjusted so that end-tidal CO2 was maintained
at 3.8–4.0%. Rectal temperature was kept near 37°C with a heating pad.

A small craniotomy was performed, usually 9–10 mm lateral to the
midline and 3–4 mm posterior to the lunate sulcus. This location often
yielded two encounters with the primary visual cortex, with eccentricities
first at �2–5° and then at �8–15°. A small slit in the dura was made, and
a vertical hydraulic microdrive containing a glass-coated tungsten micro-
electrode (Merrill and Ainsworth, 1972) in a guide tube was positioned.
The craniotomy was covered with a chamber containing 4% agar in
sterile saline solution.

On completion of surgery, animals were paralyzed to minimize eye
movements. Paralysis was maintained with an infusion of vecuronium

bromide (Norcuron, 0.1 mgzkg ⇤1zhr ⇤1) in lactated Ringer’s solution with
dextrose (5.4 ml/hr). The pupils were dilated and accommodation par-
alyzed with topical atropine. The corneas were protected with zero
power gas-permeable contact lenses; supplementary lenses were chosen
to focus the eyes on a tangent screen plotting table set up at a distance
of 57 in. To maintain the animal in good physiological condition during
experiments (typically 72–96 hr), intravenous supplementation of 2.5%
dextrose/ lactated Ringer’s was given at 5–15 ml/hr. Animals received
daily injections of a broad-spectrum antibiotic (Bicillin) as well as an
anti-inflammatory agent (dexamethasone) to prevent cerebral edema.

Stimuli
Stimuli were generated by a Truevision ATVista board operating at a
resolution of 582 ⇥ 752 and a frame rate of 106 Hz, the output of which
was directed to a Nanao T560i monitor (mean luminance, 72 cd/m 2,
subtending 10–25° of visual angle). Nonlinearities in the relation be-
tween applied voltage and phosphor luminance were compensated by
appropriate look-up tables. Stimulus strength is measured in units of
contrast, defined as the difference between the highest and lowest inten-
sities, divided by the sum of the two.

Drifting luminance-modulated sinusoidal gratings were presented
alone or superimposed on another grating or on a noise background.
Superposition was obtained by interleaving, i.e., by presenting the two
components in alternate frames. When two gratings were presented
together they had the same temporal frequency and differed in orienta-
tion and/or spatial frequency. Their contrast could be varied indepen-
dently. The noise background was composed of square pixels, the size of
which was chosen for each cell to be approximately one-fourth of the
spatial period of the optimal grating. Occasionally we used one-
dimensional noise (bars rather than squares). The intensity of each
square was randomly refreshed at 13.4 or 26.8 Hz and assumed one of
two possible values.

All the stimuli had the same mean luminance. The grating and plaid
stimuli were vignetted by a square window, the size of which was chosen
to elicit the maximal responses. The noise masks occupied the whole
screen. In their absence the surrounding field was uniform.

Experiments. Experiments consisted of two to nine consecutive blocks
of stimuli. Each block consisted of a random permutation of 5–90 stimuli.
Randomization was adopted to minimize the effects of adaptation and
other nonstationarities. The stimuli had equal duration (generally 5–10
sec) and were separated by uniform field presentations lasting about
4 sec.

Experimental protocol. Receptive fields were initially mapped by hand
on a tangent screen. When the activity of a single neuron was isolated, we
established the dominant eye of the neuron and occluded the other eye.
We then positioned the receptive field on the face of the monitor, and
quantitative experiments proceeded under computer control.

To characterize each cell we performed the following sequence of
measurements using single gratings: (1) orientation and direction tuning;
(2) spatial frequency tuning; (3) temporal frequency tuning; and (4)
stimulus size tuning. Each of these measurements was performed at the
optimal values of the parameters as obtained from the previous measure-
ments. Cells were classified as simple or complex on the basis of the
frequency component of their response to the drifting grating eliciting
the maximum number of spikes, as classified by Skottun et al. (1991). If
the cell was simple we proceeded to the core experiments in this study.
These were of three types:

(1) Grating matrix experiments, consisting of drifting sinusoidal stimuli
having 5–10 different contrasts, two to four different temporal frequen-
cies, and two to four different orientations or spatial frequencies. A
typical experiment would involve three orientations or spatial frequen-
cies, three temporal frequencies, and five contrasts, yielding a total of 45
stimuli.

(2) Plaid experiments, consisting of sums of two gratings with contrasts
that were independently varied. Often the two directions were opposite,
and the “plaid” was a counterphase flickering grating. A typical experi-
ment would involve two orthogonal gratings with contrasts that assumed
five possible values, yielding a total of 25 different stimuli.

(3) Noise-masking experiments, in which the contrast response to
drifting gratings was measured in the presence of noise at different
contrasts. A typical experiment would involve nine grating contrasts and
two noise contrasts (0 and 0.5), yielding a total of 18 different stimuli.

Figure 1. Two models of simple cell function. A, The linear model,
composed of a linear stage (receptive field) and a rectification stage. The
linear stage performs a weighted sum of the light intensities over local
space and recent time. This sum is converted into a positive firing rate by
the rectification stage. Rectification is a nonlinearity, so the “linear
model” is not entirely linear. B, The normalization model extends the
linear model by adding a divisive stage. The linear stage feeds into a
circuit composed of a resistor and a capacitor in parallel (RC circuit). The
conductance of the resistor grows with the pooled output of a large
number of cortical cells. This effectively divides the output of the linear
stage.

8622 J. Neurosci., November 1, 1997, 17(21):8621–8644 Carandini et al. • Linearity and Normalization in Simple Cells
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the model responses to such stimuli, and we found that these
equations provided good fits to the neural responses.

Portions of this work have been presented briefly elsewhere
(Carandini and Heeger, 1994, 1995).

MATERIALS AND METHODS
Experiments were performed on five cynomolgus macaque monkeys
(Macaca fascicularis) and four pigtail macaque monkeys (M. nemestrina)
ranging in weight from 1.5 to 4 kg.

Preparation and maintenance
Animals were initially anesthetized with ketamine HCl (10 mg/kg) and
premedicated with atropine sulfate (0.05 mg/kg) and acepromazine
maleate (0.1 mg/kg). Anesthesia continued on 1.5–2.0% halothane in a
98% O2–2% CO2 mixture while the initial surgery was performed.
Indwelling catheters were introduced into the saphenous veins of each
hindlimb, and a tracheotomy was performed.

The animal was then mounted in a stereotaxic instrument, and halo-
thane anesthesia was replaced by a continuous infusion of sufentanil
citrate (typically 4–6 �gzkg ⇤1zhr ⇤1, beginning with a loading dose of 4
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uously, and any signs of arousal were corrected by modifying the rate of
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ture of O2 , N2O, and CO2 adjusted so that end-tidal CO2 was maintained
at 3.8–4.0%. Rectal temperature was kept near 37°C with a heating pad.
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midline and 3–4 mm posterior to the lunate sulcus. This location often
yielded two encounters with the primary visual cortex, with eccentricities
first at �2–5° and then at �8–15°. A small slit in the dura was made, and
a vertical hydraulic microdrive containing a glass-coated tungsten micro-
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which was chosen for each cell to be approximately one-fourth of the
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We then positioned the receptive field on the face of the monitor, and
quantitative experiments proceeded under computer control.
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stimulus size tuning. Each of these measurements was performed at the
optimal values of the parameters as obtained from the previous measure-
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Cortical mechanisms of 
invariant recognition

9

Kobatake & Tanaka 1994 



Complex units
Template matching 

Bell-shape like tuning
~ “AND”

Invariance pooling
max-like operation

~”OR”

Simple units

Selective pooling 
mechanisms

Riesenhuber & Poggio 1999 (building on 
Fukushima ‘80 and Hubel & Wiesel ‘62) 
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Tuning in the visual cortex

Logothetis Pauls & Poggio ‘95Dayan & Abbott ‘01

Tuning for orientation in V1 Tuning around 3D views in IT
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Max-like computation in the visual cortex

Gawne & Martin ‘02Lampl et al ‘04

Max-like in V1 Max-like in V4
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Mechanisms of 
invariant recognition

V1

IT

13

• Unit parameters (i.e., RF sizes, 
pooling ranges, etc) constrained by 
available experimental data

• Unsupervised learning of (hierarchy) 
of frequent image fragments during 
development (in intermediate 
stages) shared across categories

• Rapid object recognition based on 
bottom-up activation of hierarchy of 
image fragments that allow category 
info. to be decoded by higher level 
categorization processes 



Mechanisms of 
invariant recognition

V1

IT• Unit parameters (i.e., RF sizes, 
pooling ranges, etc) constrained by 
available experimental data

• Unsupervised learning of (hierarchy) 
of frequent image fragments during 
development (in intermediate 
stages) shared across categories

• Rapid object recognition based on 
bottom-up activation of hierarchy of 
image fragments that allow category 
info. to be decoded by higher level 
categorization processes 
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Mechanisms of 
invariant recognition

V1

IT

category 
selective 

units

linear decoder

• Unit parameters (i.e., RF sizes, 
pooling ranges, etc) constrained by 
available experimental data

• Unsupervised learning of (hierarchy) 
of frequent image fragments during 
development (in intermediate 
stages) shared across categories

• Rapid object recognition based on 
bottom-up activation of hierarchy of 
image fragments that allow category 
info. to be decoded by higher level 
categorization processes 
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Complex unitsSimple units

Selective pooling 
mechanisms

Masquelier Serre Thorpe & Poggio ’07

“frequent image features”
i.e., correlation in space

“frequent image transformations”
i.e., correlation in time

see also Foldiak ‘91; Hietanen et al ‘92; Wallis et al ‘93; 
Wachsmuth et al ‘94; Wallis & Rolls ’97; Wiskott & 

Sejnowski ‘02; Einhauser et al ‘02; Spratling ‘05 and many 
others 15



Learning the invariance 
from temporal continuity

movie courtesy of Wolfgang Einhauser

OFF

ON

4 x 4 Cortical Columns
16 S1 in each

7X7 RF

4 C1

LGN

Figure 3: Overview of the specific implementation of the
Hubel & Wiesel V1 model used. LGN-like ON- and OFF-cen-
ter units are modeled by Difference-of-Gaussian (DoG) filters.
Simple units (denoted S1) sample their inputs from a 7�7 grid
of LGN-type afferent units. Simple S1 units are organized in
cortical hypercolumns (4 � 4 grid, 3 pixels apart, 16 S1 units
per hypercolumn). At the next stage, 4 complex units C1 cells
receive inputs from these 4�4�16 S1 cells. This paper focuses
on the learning of the S1 to C1 connectivity.

and Sejnowski, 1998; Stringer and Rolls, 2000; Rolls and
Milward, 2000; Wiskott and Sejnowski, 2002; Einhäuser
et al., 2002; Spratling, 2005).

However, as pointed out by Spratling (2005), the trace
rule by itself is inappropriate when multiple objects
are present in a scene: it cannot distinguish which in-
put corresponds to which object, and it may end-up
combining multiple objects in the same representation.
Hence most trace-rule based algorithm require stimuli
to be presented in isolation (Földiák, 1991; Oram and
Földiák, 1996; Wallis, 1996; Stringer and Rolls, 2000),
and would fail to learn from cluttered natural input se-
quences.

To solve this problem, Spratling made the hypothe-
sis that the same object could not activate two distinct
inputs, hence co-active units necessarily correspond to
distinct objects. He proposed a learning rule that can
exploit this information, and successfully applied it on
drifting bar sequences (Spratling, 2005).

However the ‘one object activates one input’ hypoth-
esis is a strong one. It seems incompatible with the re-
dundancy observed in the mammalian brain and repro-
duced in our model. Instead we propose another hy-
pothesis: from one frame to another the most active
inputs are likely to represent the same object. If the
hypothesis is true, by restraining the reinforcement to
the most active inputs we usually avoid to combine dif-
ferent objects in the same representation (note that this
idea was already present in (Einhäuser et al., 2002), al-
though not formulated in those terms).

In this work we focus on the learning of simple S1

Figure 4: Reconstructed S1 preferred stimuli for each one of
the 4 � 4 cortical hypercolumns (on this figure the position
of the reconstructions within a cortical column is arbitrary).
Most units show a Gabor-like selectivity similar to what has
been previously reported in the literature (see text).

and complex C1 units (see Fig. 3), which constitutes a
direct implementation of the Hubel and Wiesel (1962)
model of striate cortex (see Box 1). The goal of a C1 unit
is to pool over S1 units with the same preferred orien-
tation, but with shifted receptive fields. In this context
our hypothesis becomes: ‘in a given neighborhood, the
dominant orientation is likely to be the same from one
frame to another’. As our results suggests (see later),
this constitutes a reasonable hypothesis, which leads to
appropriate pooling.

2 Results
We tested the proposed learning mechanisms in a
3 layer feedforward network mimicking the Lateral
Geniculate Nucleus (LGN) and V1 (see Fig. 3). Details
of the implementation can be found in Section 4.

The stimuli we used were provided by Betsch et al.
(2004). The videos were captured by CCD cameras at-
tached to a cat’s head, while the animal was exploring
several outdoor environments. Theses videos approxi-
mate the input to which the visual system is naturally
exposed, although eye movements are not taken into
account.

To simplify the computations, learning was done
in two phases: First S1 units learned their selectivity
through competitive Hebbian learning. After conver-
gence, plasticity at the S1 stage was switched off and
learning at the complex C1 unit level started. In a more
realistic scenario, this two-phase learning scheme could
be approximated with a slow time constant for learning
at the S1 stage and a faster time constant at the C1 stage.

7
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Learning the invariance 
from temporal continuity
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Figure 3: Overview of the specific implementation of the
Hubel & Wiesel V1 model used. LGN-like ON- and OFF-cen-
ter units are modeled by Difference-of-Gaussian (DoG) filters.
Simple units (denoted S1) sample their inputs from a 7�7 grid
of LGN-type afferent units. Simple S1 units are organized in
cortical hypercolumns (4 � 4 grid, 3 pixels apart, 16 S1 units
per hypercolumn). At the next stage, 4 complex units C1 cells
receive inputs from these 4�4�16 S1 cells. This paper focuses
on the learning of the S1 to C1 connectivity.
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Milward, 2000; Wiskott and Sejnowski, 2002; Einhäuser
et al., 2002; Spratling, 2005).

However, as pointed out by Spratling (2005), the trace
rule by itself is inappropriate when multiple objects
are present in a scene: it cannot distinguish which in-
put corresponds to which object, and it may end-up
combining multiple objects in the same representation.
Hence most trace-rule based algorithm require stimuli
to be presented in isolation (Földiák, 1991; Oram and
Földiák, 1996; Wallis, 1996; Stringer and Rolls, 2000),
and would fail to learn from cluttered natural input se-
quences.

To solve this problem, Spratling made the hypothe-
sis that the same object could not activate two distinct
inputs, hence co-active units necessarily correspond to
distinct objects. He proposed a learning rule that can
exploit this information, and successfully applied it on
drifting bar sequences (Spratling, 2005).

However the ‘one object activates one input’ hypoth-
esis is a strong one. It seems incompatible with the re-
dundancy observed in the mammalian brain and repro-
duced in our model. Instead we propose another hy-
pothesis: from one frame to another the most active
inputs are likely to represent the same object. If the
hypothesis is true, by restraining the reinforcement to
the most active inputs we usually avoid to combine dif-
ferent objects in the same representation (note that this
idea was already present in (Einhäuser et al., 2002), al-
though not formulated in those terms).

In this work we focus on the learning of simple S1

Figure 4: Reconstructed S1 preferred stimuli for each one of
the 4 � 4 cortical hypercolumns (on this figure the position
of the reconstructions within a cortical column is arbitrary).
Most units show a Gabor-like selectivity similar to what has
been previously reported in the literature (see text).

and complex C1 units (see Fig. 3), which constitutes a
direct implementation of the Hubel and Wiesel (1962)
model of striate cortex (see Box 1). The goal of a C1 unit
is to pool over S1 units with the same preferred orien-
tation, but with shifted receptive fields. In this context
our hypothesis becomes: ‘in a given neighborhood, the
dominant orientation is likely to be the same from one
frame to another’. As our results suggests (see later),
this constitutes a reasonable hypothesis, which leads to
appropriate pooling.

2 Results
We tested the proposed learning mechanisms in a
3 layer feedforward network mimicking the Lateral
Geniculate Nucleus (LGN) and V1 (see Fig. 3). Details
of the implementation can be found in Section 4.

The stimuli we used were provided by Betsch et al.
(2004). The videos were captured by CCD cameras at-
tached to a cat’s head, while the animal was exploring
several outdoor environments. Theses videos approxi-
mate the input to which the visual system is naturally
exposed, although eye movements are not taken into
account.

To simplify the computations, learning was done
in two phases: First S1 units learned their selectivity
through competitive Hebbian learning. After conver-
gence, plasticity at the S1 stage was switched off and
learning at the complex C1 unit level started. In a more
realistic scenario, this two-phase learning scheme could
be approximated with a slow time constant for learning
at the S1 stage and a faster time constant at the C1 stage.
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inputs, hence co-active units necessarily correspond to
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However the ‘one object activates one input’ hypoth-
esis is a strong one. It seems incompatible with the re-
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duced in our model. Instead we propose another hy-
pothesis: from one frame to another the most active
inputs are likely to represent the same object. If the
hypothesis is true, by restraining the reinforcement to
the most active inputs we usually avoid to combine dif-
ferent objects in the same representation (note that this
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the 4 � 4 cortical hypercolumns (on this figure the position
of the reconstructions within a cortical column is arbitrary).
Most units show a Gabor-like selectivity similar to what has
been previously reported in the literature (see text).

and complex C1 units (see Fig. 3), which constitutes a
direct implementation of the Hubel and Wiesel (1962)
model of striate cortex (see Box 1). The goal of a C1 unit
is to pool over S1 units with the same preferred orien-
tation, but with shifted receptive fields. In this context
our hypothesis becomes: ‘in a given neighborhood, the
dominant orientation is likely to be the same from one
frame to another’. As our results suggests (see later),
this constitutes a reasonable hypothesis, which leads to
appropriate pooling.

2 Results
We tested the proposed learning mechanisms in a
3 layer feedforward network mimicking the Lateral
Geniculate Nucleus (LGN) and V1 (see Fig. 3). Details
of the implementation can be found in Section 4.

The stimuli we used were provided by Betsch et al.
(2004). The videos were captured by CCD cameras at-
tached to a cat’s head, while the animal was exploring
several outdoor environments. Theses videos approxi-
mate the input to which the visual system is naturally
exposed, although eye movements are not taken into
account.

To simplify the computations, learning was done
in two phases: First S1 units learned their selectivity
through competitive Hebbian learning. After conver-
gence, plasticity at the S1 stage was switched off and
learning at the complex C1 unit level started. In a more
realistic scenario, this two-phase learning scheme could
be approximated with a slow time constant for learning
at the S1 stage and a faster time constant at the C1 stage.
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Figure 3: Overview of the specific implementation of the
Hubel & Wiesel V1 model used. LGN-like ON- and OFF-cen-
ter units are modeled by Difference-of-Gaussian (DoG) filters.
Simple units (denoted S1) sample their inputs from a 7�7 grid
of LGN-type afferent units. Simple S1 units are organized in
cortical hypercolumns (4 � 4 grid, 3 pixels apart, 16 S1 units
per hypercolumn). At the next stage, 4 complex units C1 cells
receive inputs from these 4�4�16 S1 cells. This paper focuses
on the learning of the S1 to C1 connectivity.

and Sejnowski, 1998; Stringer and Rolls, 2000; Rolls and
Milward, 2000; Wiskott and Sejnowski, 2002; Einhäuser
et al., 2002; Spratling, 2005).

However, as pointed out by Spratling (2005), the trace
rule by itself is inappropriate when multiple objects
are present in a scene: it cannot distinguish which in-
put corresponds to which object, and it may end-up
combining multiple objects in the same representation.
Hence most trace-rule based algorithm require stimuli
to be presented in isolation (Földiák, 1991; Oram and
Földiák, 1996; Wallis, 1996; Stringer and Rolls, 2000),
and would fail to learn from cluttered natural input se-
quences.

To solve this problem, Spratling made the hypothe-
sis that the same object could not activate two distinct
inputs, hence co-active units necessarily correspond to
distinct objects. He proposed a learning rule that can
exploit this information, and successfully applied it on
drifting bar sequences (Spratling, 2005).

However the ‘one object activates one input’ hypoth-
esis is a strong one. It seems incompatible with the re-
dundancy observed in the mammalian brain and repro-
duced in our model. Instead we propose another hy-
pothesis: from one frame to another the most active
inputs are likely to represent the same object. If the
hypothesis is true, by restraining the reinforcement to
the most active inputs we usually avoid to combine dif-
ferent objects in the same representation (note that this
idea was already present in (Einhäuser et al., 2002), al-
though not formulated in those terms).

In this work we focus on the learning of simple S1

Figure 4: Reconstructed S1 preferred stimuli for each one of
the 4 � 4 cortical hypercolumns (on this figure the position
of the reconstructions within a cortical column is arbitrary).
Most units show a Gabor-like selectivity similar to what has
been previously reported in the literature (see text).

and complex C1 units (see Fig. 3), which constitutes a
direct implementation of the Hubel and Wiesel (1962)
model of striate cortex (see Box 1). The goal of a C1 unit
is to pool over S1 units with the same preferred orien-
tation, but with shifted receptive fields. In this context
our hypothesis becomes: ‘in a given neighborhood, the
dominant orientation is likely to be the same from one
frame to another’. As our results suggests (see later),
this constitutes a reasonable hypothesis, which leads to
appropriate pooling.

2 Results
We tested the proposed learning mechanisms in a
3 layer feedforward network mimicking the Lateral
Geniculate Nucleus (LGN) and V1 (see Fig. 3). Details
of the implementation can be found in Section 4.

The stimuli we used were provided by Betsch et al.
(2004). The videos were captured by CCD cameras at-
tached to a cat’s head, while the animal was exploring
several outdoor environments. Theses videos approxi-
mate the input to which the visual system is naturally
exposed, although eye movements are not taken into
account.

To simplify the computations, learning was done
in two phases: First S1 units learned their selectivity
through competitive Hebbian learning. After conver-
gence, plasticity at the S1 stage was switched off and
learning at the complex C1 unit level started. In a more
realistic scenario, this two-phase learning scheme could
be approximated with a slow time constant for learning
at the S1 stage and a faster time constant at the C1 stage.
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Hubel & Wiesel V1 model used. LGN-like ON- and OFF-cen-
ter units are modeled by Difference-of-Gaussian (DoG) filters.
Simple units (denoted S1) sample their inputs from a 7�7 grid
of LGN-type afferent units. Simple S1 units are organized in
cortical hypercolumns (4 � 4 grid, 3 pixels apart, 16 S1 units
per hypercolumn). At the next stage, 4 complex units C1 cells
receive inputs from these 4�4�16 S1 cells. This paper focuses
on the learning of the S1 to C1 connectivity.

and Sejnowski, 1998; Stringer and Rolls, 2000; Rolls and
Milward, 2000; Wiskott and Sejnowski, 2002; Einhäuser
et al., 2002; Spratling, 2005).

However, as pointed out by Spratling (2005), the trace
rule by itself is inappropriate when multiple objects
are present in a scene: it cannot distinguish which in-
put corresponds to which object, and it may end-up
combining multiple objects in the same representation.
Hence most trace-rule based algorithm require stimuli
to be presented in isolation (Földiák, 1991; Oram and
Földiák, 1996; Wallis, 1996; Stringer and Rolls, 2000),
and would fail to learn from cluttered natural input se-
quences.

To solve this problem, Spratling made the hypothe-
sis that the same object could not activate two distinct
inputs, hence co-active units necessarily correspond to
distinct objects. He proposed a learning rule that can
exploit this information, and successfully applied it on
drifting bar sequences (Spratling, 2005).

However the ‘one object activates one input’ hypoth-
esis is a strong one. It seems incompatible with the re-
dundancy observed in the mammalian brain and repro-
duced in our model. Instead we propose another hy-
pothesis: from one frame to another the most active
inputs are likely to represent the same object. If the
hypothesis is true, by restraining the reinforcement to
the most active inputs we usually avoid to combine dif-
ferent objects in the same representation (note that this
idea was already present in (Einhäuser et al., 2002), al-
though not formulated in those terms).

In this work we focus on the learning of simple S1

Figure 4: Reconstructed S1 preferred stimuli for each one of
the 4 � 4 cortical hypercolumns (on this figure the position
of the reconstructions within a cortical column is arbitrary).
Most units show a Gabor-like selectivity similar to what has
been previously reported in the literature (see text).

and complex C1 units (see Fig. 3), which constitutes a
direct implementation of the Hubel and Wiesel (1962)
model of striate cortex (see Box 1). The goal of a C1 unit
is to pool over S1 units with the same preferred orien-
tation, but with shifted receptive fields. In this context
our hypothesis becomes: ‘in a given neighborhood, the
dominant orientation is likely to be the same from one
frame to another’. As our results suggests (see later),
this constitutes a reasonable hypothesis, which leads to
appropriate pooling.

2 Results
We tested the proposed learning mechanisms in a
3 layer feedforward network mimicking the Lateral
Geniculate Nucleus (LGN) and V1 (see Fig. 3). Details
of the implementation can be found in Section 4.

The stimuli we used were provided by Betsch et al.
(2004). The videos were captured by CCD cameras at-
tached to a cat’s head, while the animal was exploring
several outdoor environments. Theses videos approxi-
mate the input to which the visual system is naturally
exposed, although eye movements are not taken into
account.

To simplify the computations, learning was done
in two phases: First S1 units learned their selectivity
through competitive Hebbian learning. After conver-
gence, plasticity at the S1 stage was switched off and
learning at the complex C1 unit level started. In a more
realistic scenario, this two-phase learning scheme could
be approximated with a slow time constant for learning
at the S1 stage and a faster time constant at the C1 stage.
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Hubel & Wiesel V1 model used. LGN-like ON- and OFF-cen-
ter units are modeled by Difference-of-Gaussian (DoG) filters.
Simple units (denoted S1) sample their inputs from a 7�7 grid
of LGN-type afferent units. Simple S1 units are organized in
cortical hypercolumns (4 � 4 grid, 3 pixels apart, 16 S1 units
per hypercolumn). At the next stage, 4 complex units C1 cells
receive inputs from these 4�4�16 S1 cells. This paper focuses
on the learning of the S1 to C1 connectivity.

and Sejnowski, 1998; Stringer and Rolls, 2000; Rolls and
Milward, 2000; Wiskott and Sejnowski, 2002; Einhäuser
et al., 2002; Spratling, 2005).

However, as pointed out by Spratling (2005), the trace
rule by itself is inappropriate when multiple objects
are present in a scene: it cannot distinguish which in-
put corresponds to which object, and it may end-up
combining multiple objects in the same representation.
Hence most trace-rule based algorithm require stimuli
to be presented in isolation (Földiák, 1991; Oram and
Földiák, 1996; Wallis, 1996; Stringer and Rolls, 2000),
and would fail to learn from cluttered natural input se-
quences.

To solve this problem, Spratling made the hypothe-
sis that the same object could not activate two distinct
inputs, hence co-active units necessarily correspond to
distinct objects. He proposed a learning rule that can
exploit this information, and successfully applied it on
drifting bar sequences (Spratling, 2005).

However the ‘one object activates one input’ hypoth-
esis is a strong one. It seems incompatible with the re-
dundancy observed in the mammalian brain and repro-
duced in our model. Instead we propose another hy-
pothesis: from one frame to another the most active
inputs are likely to represent the same object. If the
hypothesis is true, by restraining the reinforcement to
the most active inputs we usually avoid to combine dif-
ferent objects in the same representation (note that this
idea was already present in (Einhäuser et al., 2002), al-
though not formulated in those terms).

In this work we focus on the learning of simple S1

Figure 4: Reconstructed S1 preferred stimuli for each one of
the 4 � 4 cortical hypercolumns (on this figure the position
of the reconstructions within a cortical column is arbitrary).
Most units show a Gabor-like selectivity similar to what has
been previously reported in the literature (see text).

and complex C1 units (see Fig. 3), which constitutes a
direct implementation of the Hubel and Wiesel (1962)
model of striate cortex (see Box 1). The goal of a C1 unit
is to pool over S1 units with the same preferred orien-
tation, but with shifted receptive fields. In this context
our hypothesis becomes: ‘in a given neighborhood, the
dominant orientation is likely to be the same from one
frame to another’. As our results suggests (see later),
this constitutes a reasonable hypothesis, which leads to
appropriate pooling.

2 Results
We tested the proposed learning mechanisms in a
3 layer feedforward network mimicking the Lateral
Geniculate Nucleus (LGN) and V1 (see Fig. 3). Details
of the implementation can be found in Section 4.

The stimuli we used were provided by Betsch et al.
(2004). The videos were captured by CCD cameras at-
tached to a cat’s head, while the animal was exploring
several outdoor environments. Theses videos approxi-
mate the input to which the visual system is naturally
exposed, although eye movements are not taken into
account.

To simplify the computations, learning was done
in two phases: First S1 units learned their selectivity
through competitive Hebbian learning. After conver-
gence, plasticity at the S1 stage was switched off and
learning at the complex C1 unit level started. In a more
realistic scenario, this two-phase learning scheme could
be approximated with a slow time constant for learning
at the S1 stage and a faster time constant at the C1 stage.
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Hubel & Wiesel V1 model used. LGN-like ON- and OFF-cen-
ter units are modeled by Difference-of-Gaussian (DoG) filters.
Simple units (denoted S1) sample their inputs from a 7�7 grid
of LGN-type afferent units. Simple S1 units are organized in
cortical hypercolumns (4 � 4 grid, 3 pixels apart, 16 S1 units
per hypercolumn). At the next stage, 4 complex units C1 cells
receive inputs from these 4�4�16 S1 cells. This paper focuses
on the learning of the S1 to C1 connectivity.

and Sejnowski, 1998; Stringer and Rolls, 2000; Rolls and
Milward, 2000; Wiskott and Sejnowski, 2002; Einhäuser
et al., 2002; Spratling, 2005).

However, as pointed out by Spratling (2005), the trace
rule by itself is inappropriate when multiple objects
are present in a scene: it cannot distinguish which in-
put corresponds to which object, and it may end-up
combining multiple objects in the same representation.
Hence most trace-rule based algorithm require stimuli
to be presented in isolation (Földiák, 1991; Oram and
Földiák, 1996; Wallis, 1996; Stringer and Rolls, 2000),
and would fail to learn from cluttered natural input se-
quences.

To solve this problem, Spratling made the hypothe-
sis that the same object could not activate two distinct
inputs, hence co-active units necessarily correspond to
distinct objects. He proposed a learning rule that can
exploit this information, and successfully applied it on
drifting bar sequences (Spratling, 2005).

However the ‘one object activates one input’ hypoth-
esis is a strong one. It seems incompatible with the re-
dundancy observed in the mammalian brain and repro-
duced in our model. Instead we propose another hy-
pothesis: from one frame to another the most active
inputs are likely to represent the same object. If the
hypothesis is true, by restraining the reinforcement to
the most active inputs we usually avoid to combine dif-
ferent objects in the same representation (note that this
idea was already present in (Einhäuser et al., 2002), al-
though not formulated in those terms).

In this work we focus on the learning of simple S1

Figure 4: Reconstructed S1 preferred stimuli for each one of
the 4 � 4 cortical hypercolumns (on this figure the position
of the reconstructions within a cortical column is arbitrary).
Most units show a Gabor-like selectivity similar to what has
been previously reported in the literature (see text).

and complex C1 units (see Fig. 3), which constitutes a
direct implementation of the Hubel and Wiesel (1962)
model of striate cortex (see Box 1). The goal of a C1 unit
is to pool over S1 units with the same preferred orien-
tation, but with shifted receptive fields. In this context
our hypothesis becomes: ‘in a given neighborhood, the
dominant orientation is likely to be the same from one
frame to another’. As our results suggests (see later),
this constitutes a reasonable hypothesis, which leads to
appropriate pooling.

2 Results
We tested the proposed learning mechanisms in a
3 layer feedforward network mimicking the Lateral
Geniculate Nucleus (LGN) and V1 (see Fig. 3). Details
of the implementation can be found in Section 4.

The stimuli we used were provided by Betsch et al.
(2004). The videos were captured by CCD cameras at-
tached to a cat’s head, while the animal was exploring
several outdoor environments. Theses videos approxi-
mate the input to which the visual system is naturally
exposed, although eye movements are not taken into
account.

To simplify the computations, learning was done
in two phases: First S1 units learned their selectivity
through competitive Hebbian learning. After conver-
gence, plasticity at the S1 stage was switched off and
learning at the complex C1 unit level started. In a more
realistic scenario, this two-phase learning scheme could
be approximated with a slow time constant for learning
at the S1 stage and a faster time constant at the C1 stage.
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• An initial attempt to reverse-
engineer the ventral stream of the 
visual cortex

• Large-scale (108 units), spans 
several areas of the visual cortex

• Some similarities with state-of-the-
art computer vision systems based 
on hierarchies of reusable parts 
(Geman, Bienstock, Yuille, Zhu, etc) 
as well as convolutional and deep 
belief networks (LeCun, Hinton, 
Bengio, Ng, etc)

Feedforward hierarchical 
model of object recognition
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es,13 finding that the model of the dor-
sal stream competed with a state-of-
the-art action-recognition system (that 
outperformed many other systems) on 
all three data sets.13 A direct extension 
of this approach led to a computer sys-
tem for the automated monitoring and 
analysis of rodent behavior for behav-
ioral phenotyping applications that 
perform on par with human manual 
scoring. We also found the learning in 

this model produced a large dictionary 
of optic-flow patterns that seems con-
sistent with the response properties of 
cells in the medial temporal (MT) area 
in response to both isolated gratings 
and plaids, or two gratings superim-
posed on one another. 

Conclusion 
Demonstrating that a model designed 
to mimic known anatomy and physiol-

How does the model29 perform real-
world recognition tasks? And how 
does it compare to state-of-the-art 
artificial-intelligence systems? Given 
the specific biological constraints the 
theory must satisfy (such as using only 
biophysically plausible operations, 
receptive field sizes, and a range of in-
variances), it was not clear how well the 
model implementation would perform 
compared to systems heuristically en-
gineered for these complex tasks. 

Several years ago, we were surprised 
to find the model capable of recogniz-
ing complex images,27 performing at a 
level comparable to some of the best 
existing systems on the CalTech-101 
image database of 101 object catego-
ries with a recognition rate of about 
55% (chance level < 1%); see Serre et 
al.27 and Mutch and Lowe.19 A related 
system with fewer layers, less invari-
ance, and more units had an even bet-
ter recognition rate on the CalTech 
data set.20 

We also developed an automated 
system for parsing street-scene im-
ages27 based in part on the class of 
models described earlier. The system 
recognizes seven different object cat-
egories—cars, pedestrians, bikes, 
skies, roads, buildings, trees—from 
natural images of street scenes de-
spite very large variations in shape 
(such as trees in summer and winter 
and SUVs and compact cars from any 
point of view). 

Content-based recognition and 
search in videos is an emerging ap-
plication of computer vision, whereby 
neuroscience may again suggest an 
avenue for approaching the problem. 
In 2007, we developed an initial mod-
el for recognizing biological motion 
and actions from video sequences 
based on the organization of the dor-
sal stream of the visual cortex,13 which 
is critically linked to the processing 
of motion information, from V1 and 
MT to higher motion-selective areas 
MST/FST and STS. The system relies 
on computational principles similar 
to those in the model of the ventral 
stream described earlier but that start 
with spatio-temporal filters modeled 
after motion-sensitive cells in the pri-
mary visual cortex. 

We evaluated system performance 
for recognizing actions (human and 
animal) in real-world video sequenc-

Black corresponds to data used to derive the parameters of the model, red to data 
consistent with the model (not used to fit model parameters), and blue to actual  
correct predictions by the model. Notations: PFC (prefrontal cortex), V1 (visual  
area I or primary visual cortex), V4 (visual area IV), and IT (inferotemporal cortex). 
Data from these areas corresponds to monkey electrophysiology studies. LOC (Lateral 
Occipital Complex) involves fMRI with humans. The psychological studies are 
psychophysics on human subjects. 

Quantitative Data  
Compatible with  
the Model 

Area Type of data Ref. biol. data Ref. model data

Psych. Rapid animal categorization (1) (1)

Face inversion effect (2) (2)

LOC Face processing (fMRI) (3) (3)

PFC Differential role of IT and PFC in categorization (4) (5)

IT Tuning and invariance properties (6) (5)

Read out for object category (7) (8,9)

Average effect in IT (10) (10)

V4 MAX operation (11) (5)

Tuning for two-bar stimuli (12) (8,9)

Two-spot interaction (13) (8)

Tuning for boundary conformation (14) (8,15)

Tuning for Cartesian and non-Cartesian gratings (16) (8)

V1 Simple and complex cells tuning properties (17–19) (8)

MAX operation in subset of complex cells (20) (5)
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 V4 neuron tuned to 
boundary conformations  Most similar model C2 unit

modified from (Pasupathy & Connor 1999)

0
0.14
0.28
0.42
0.56
0.7

No parameter fitting!
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 V4 neuron tuned to 
boundary conformations

ρ = 0.78

 Most similar model C2 unit

modified from (Pasupathy & Connor 1999)

0
0.14
0.28
0.42
0.56
0.7

No parameter fitting!
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Invariance in IT

Model: Serre et al ‘05 
Experimental data: Hung* Kreiman*et al ‘05
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and rapid categorization
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Ongoing model extensions
F i g . 1 . 8
The low order derivative operators lead to a small number to
two-dimensional receptive field types.
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F i g . 1 . 9
The same receptive field structures produce different visual
measurements when placed along different planes in plenoptic
space.

Duu + Dvv. We do not wish to suggest that center-   
surround structures in biological visual systems are nec-
essarily constructed in this way; we are simply describing
the formal relationships among the various types of
operators.)

Visual Mechanisms for Extracting Plenoptic Structure

The visual mechanisms suggested by this approach in-
clude some familiar receptive field structures, as well as
some that are more novel (cf. Young, 1989). Figure l.9
shows some examples of idealized receptive fields that    
one could construct to analyze change in various direc-  
tions in plenoptic space—ignoring implementational con-
straints for the moment. These particular receptive fields
represent only two dimensions of information, and one of
the dimensions shown is always the spatial dimension x.
All receptive fields have an implicit shape in the full set of
plenoptic dimen-sions; they are assumed to be bloblike in
all of the dimensions not shown.

Although these measurements do not precisely corre-
spond to properties that are described by ordinary lan-  
guage, it is possible to assign approximate labels for them:
(a) horizontally oriented structure (edgelike); (b) vertically
oriented structure (edgelike); (c) diagonally oriented struc-
ture (edgelike); (d) full-field brightening, (e) static spatial
structure; (f) moving edgelike structure; (g) full-field bluish
color; (h) achromatic edgelike structure; (i) spatiochromatic
variation; (j) full-field intensity change with eye position;
(k) absence of horizontal parallax (edgelike structure); (1)
horizontal parallax (edgelike structure).

Plenoptic Measurements in the Human Visual
System

We have presented an idealized view of the basic struc-   
ture available in the plenoptic function, and of the mea-
surements that early vision could employ to characterize
that structure. We now ask how these measurements, or
closely related measurements, might be implemented in   
the human visual system. (While we refer to the "human"
visual system, much of the evidence upon which our
analysis is based comes from physiological studies of    
other mammals. We will assume without arguing the point
that the early stages of processing are similar across
species.)

10 The Task of Vision

• Edges/object boundaries happen at 
image discontinuities, e.g,:

- surface reflectance (hue)

- depth (binocular vision)

- surface orientation

- material properties

- etc

source: Adelson & Bergen (1991)
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Fig. 2. Spatio-chromatic opponent descriptor: Individual R, G, B color channels are
first convolved with either the center or surround components from an filter at ori-
entation ✓, phase ', and scale s. The corresponding color channels are combined
(see text for detail) and further rectified by half-squaring and divisive normalization
(I). This yields 8 chromatic SO channels organized in 4 pairs (e.g., R+-G� and R�-
G+, here we show R+-G� for example). At stage II, an oriented filter (with both
excitatory and inhibitory subunits) is further applied on the output of the SO channels
followed by half-wave rectification and summation over squared pairs c and multi-
ple phases ' (if any) to yield 4 spatio-chromatic DO channels that are invariant to
figure-ground reversal (e.g., R-G).
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2, 0) where the “+”

indicates excitatory red component to the center, and “-” indicates inhibitory
green component to the surround.

Consistent with biology [13], this can be thought of as a 3D convolution be-
tween a color image and a non-separable (spatio-chromatic opponent) operator.
The corresponding RFs exhibit some selectivities for opponent color channels
and are typically weakly oriented due to the isolation of positive and neg-
ative subunits.

Non-linear (half-squaring) rectification and divisive normalization: At the stage
II, the response of the spatio-chromatic opponent operator is first half-squaring
rectified [24] to prevent negative firing rates. Here we suggest an extension of
the divisive normalization circuit originally used to model the contrast response
of cells in the primary visual cortex [25] to color processing. This step can be
described by the following equation:

v(x, y, c) =

s
k ⇥ u(x, y, c)

�

2 +
P

u(x, y, c)
, (2)

where u(x, y, c) here corresponds to the half-squaring response of model
units at location (x, y) and channel c. k and � are the constant scale factor

Parameters fitted to 
psychophysics data on color 

perception

R/G R/C Y/B Lum
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Table 2. Recognition performance on soccer team and 17-category flower dataset.
The data in each feature type are percentage of classification accuracy (Data inside
the parentheses are the initial performance reported by [10, 31] using the same features
in a bag-of-words scheme.)

Soccer team Flower
Method Color Shape Both Color Shape Both
Hue/sift 69 (67) 43 (43) 73 (73) 58 (40) 65 (65) 77 (79)
Opp/sift 69 (65) 43 (43) 74 (72) 57 (39) 65 (65) 74 (79)
SOsift/DOsift 82 66 83 68 69 79
SOHmax/DOHmax 87 76 89 77 73 83

approaches that do not rely on any prior knowledge about object categories. It
was shown, however, that the performance of various color descriptors could be
further improved on this dataset (up to 96% performance) when used in con-
junction with semantic color features (i.e., Color Names) and bottom-up
and top-down attentional mechanisms [32]. Whether such an approach would
similarly boost the performance of the SO and DO descriptors should be further
studied.

The results obtained on the flower dataset are qualitatively very similar (see
Table 2). One small di↵erence is that most shape-based descriptors tend to
perform on par or better than their color counterparts. Note, the superiority
of the SO channels is over the DO channels on soccer team dataset,
which is a color predominant dataset. As illustrated in Fig. 3, hue is
the main cue extracted by the SO channels. However, as reported in
the paper (also see Table 2), we found the DO channels to perform
better as well as the following experiments on other datasets. This
can be explained by the relatively large intra-class (hue) variations
for these datasets and the fact that the DO channels contribute to
better edge information (as opposed to chrominance information per
se). On flower dataset, it has been suggested that the performance of various
descriptors could be further improved with top-down attentional mechanisms
with state-of-the-art performance reaching 73% [33] for sift descriptors alone
and 95% when combined with Color Names, hue descriptors and sift
descriptors in the bottom-up and top-down attention framework [32].
Similarly, pre-segmentation and multiple kernel learning methods were shown to
further improve performance [34–36].

Pascal voc 2007 challenge: Here we compare the SODOsift descriptor (com-
bination of SOsift and DOsift) on the Pascal voc 2007 dataset with other
color-based sift descriptors as evaluated in [37, 6]. Table 3 shows a compari-
son between the proposed descriptor (i.e. SO/DOsift with 800 and 1000
words) and other descriptors (i.e. grayscale/Hue/Opponent/Csift with
2000, 1000, 1000, and 800 words) using the same bag-of-words implemen-
tation as well as published results with the same descriptors (in parenthesis).
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Table 3. Recognition performance on Pascal voc 2007 dataset. Performance corre-
sponds to the mean average precision (AP) over all 20 classes. Performance (in paren-
thesis) corresponds to the best performance reported in [37, 6]

Method sift Huesift Opponentsift Csift SODOsift SODOHmax

AP 40 (38.4) 41 43 (42.5) 43 (44.0) 46.5 (33.3/39.8) 46.8 (30.1/36.4)

Table 4. Recognition performance on scene categorization

Method gist RGBgist SOgist DOgist SODOgist

Accuracy 83.5 84.1 70.5 85.9 87.1

We also obtain the similar performance when incorporating SO and DO into
Hmax model. The performance of SO- and DO- (sift and Hmax) are
also given on the right of the combination for comparision.

4.2 Scene classification

To test our extension of the gist algorithm to color, we use the 8 category
scene dataset [18]. Table 4 shows a comparison between the proposed SOgist
and DOgist descriptors and their combination SODOgist. We report the av-
erage performance over 10 random splits of the data. Unlike the RGBgist and
DOgist that extracts shape information defined by color cues, the SOgist en-
codes mostly surface properties. The somewhat lower performance of the SOgist
on the scene dataset compared to RGBgist and DOgist suggests that color cues
may not be diagnostic for the task and that most of the improvement for the
RGBgist and DOgist is due to better edge and boundary information.

4.3 Contour detection

The BSDS500 dataset [19] is an image dataset with human annotations for the
evaluation of contour detection and segmentation algorithms. This is a newly
extended segmentation dataset and benchmark from the BSDS300 [38]. Fol-
lowing the BSDS500 guidelines, precision-recall curves are generated. The best
F-measure and the average precision are reported as an overall performance
measure for contour detection. We build on earlier work focusing on tex-
ture gradient because of the formation of Gaussian derivatives and
center-surround filter [29, 19].

Here we show that simply extending the texton-based (grayscale) texture
representation in the approach by [19] leads to a very significant gain in perfor-
mance (compare TG and its extension SOTG in Fig. 5B). The performance of
the extended texture channel alone is already higher than the performance of

• SO/DO approach improves on 
all recognition and 
segmentation datasets tested 
as compared to existing color 
representations

• Color datasets 

• Pascal challenge
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C. Gaussian derivatives used in segmentationB. Gabor filters used in HMAXA. Gradient used in SIFT

Fig. 4. Filters and their components used in the spatio-chromatic opponent operator.
(A) Gradient in the y directions used in sift computation [14]. (B) Gabor filters used
in Hmax [15]. (C) Gaussian derivatives used in segmentation [19]. From left to right
are: the original filter and the individual center and surround components used to
process the input color channels. Note that additional filters (not shown) at multiple
orientations, scales and phases are also used in Hmax and segmentation.

On these two datasets, unlike the Pascal voc dataset, color cues are
highly diagnostic of object category. Individual color descriptors perform better
than their grayscale counterparts on both datasets, and SO- and DO- (sift
and Hmax) descriptors significantly boost the performance compar-
ing to other color descriptors (compare the performance under Color vs.
Shape in Table 2). The hue and opponent angle color descriptors (Huesift and
Oppsift in Table 2) have shown to be the best descriptors for use in combina-
tion within a bag-of-words scheme [31]. For a fair comparison, we use the same
dense sift sampling strategy across all descriptors. The dictionary sizes of
grayscale/Hue/Opp/SO/DOsift are 1000, 800, 800, 600, and 800, re-
spectively on soccer team dataset, and 800, 800, 800, 600, and 800 on
flower dataset. We also report (in parenthesis) the performance reported in
[10, 31] for the Huesift and Oppsift descriptors based on a sparse sift sampling
strategy (using the Harris-Laplace detector). The performance of the dense and
sparse strategies are comparable on soccer team dataset. The dense approach
exhibits better performance when shape and color descriptors are evaluated in-
dividually whereas the sparse strategy seems to perform slightly better when the
two types of descriptors are combined on flower dataset (Both in Table 23).

We report on the performance of a bag-of-words scheme that uses a com-
bination of the sift descriptors with our SO (Color) and DO (Shape) repre-
sentations. Both descriptors outperform baseline systems both in isolation and
combination. Interestingly, we found that the Hmax model performs better than
the sift-based bag-of-words approaches both when used in conjunction with the
SO and DO descriptors. Additional, the original grayscale Hmax model per-
forms rather poorly on soccer team dataset with 42% accuracy. It should be
noted that for a fair comparison, we only compare the performance of bottom-up

3 Experientially, a late fusion scheme is used here for combining color and
shape cues (i.e. color (SO) and shape (DO) cues are concatenated to
form a compact representation. However we did try an early fusion of
SO- and DO- (sift and Hmax) features and found the performance to
be inferior to those of a late fusion scheme. The reason we guess could
be DO descriptors bind both color and shape cues, so the combination
at local feature level will not introduce more feature information. This
fusion strategy is the main method used here throughout this paper.
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C. Gaussian derivatives used in segmentationB. Gabor filters used in HMAXA. Gradient used in SIFT

Fig. 4. Filters and their components used in the spatio-chromatic opponent operator.
(A) Gradient in the y directions used in sift computation [14]. (B) Gabor filters used
in Hmax [15]. (C) Gaussian derivatives used in segmentation [19]. From left to right
are: the original filter and the individual center and surround components used to
process the input color channels. Note that additional filters (not shown) at multiple
orientations, scales and phases are also used in Hmax and segmentation.

On these two datasets, unlike the Pascal voc dataset, color cues are
highly diagnostic of object category. Individual color descriptors perform better
than their grayscale counterparts on both datasets, and SO- and DO- (sift
and Hmax) descriptors significantly boost the performance compar-
ing to other color descriptors (compare the performance under Color vs.
Shape in Table 2). The hue and opponent angle color descriptors (Huesift and
Oppsift in Table 2) have shown to be the best descriptors for use in combina-
tion within a bag-of-words scheme [31]. For a fair comparison, we use the same
dense sift sampling strategy across all descriptors. The dictionary sizes of
grayscale/Hue/Opp/SO/DOsift are 1000, 800, 800, 600, and 800, re-
spectively on soccer team dataset, and 800, 800, 800, 600, and 800 on
flower dataset. We also report (in parenthesis) the performance reported in
[10, 31] for the Huesift and Oppsift descriptors based on a sparse sift sampling
strategy (using the Harris-Laplace detector). The performance of the dense and
sparse strategies are comparable on soccer team dataset. The dense approach
exhibits better performance when shape and color descriptors are evaluated in-
dividually whereas the sparse strategy seems to perform slightly better when the
two types of descriptors are combined on flower dataset (Both in Table 23).

We report on the performance of a bag-of-words scheme that uses a com-
bination of the sift descriptors with our SO (Color) and DO (Shape) repre-
sentations. Both descriptors outperform baseline systems both in isolation and
combination. Interestingly, we found that the Hmax model performs better than
the sift-based bag-of-words approaches both when used in conjunction with the
SO and DO descriptors. Additional, the original grayscale Hmax model per-
forms rather poorly on soccer team dataset with 42% accuracy. It should be
noted that for a fair comparison, we only compare the performance of bottom-up

3 Experientially, a late fusion scheme is used here for combining color and
shape cues (i.e. color (SO) and shape (DO) cues are concatenated to
form a compact representation. However we did try an early fusion of
SO- and DO- (sift and Hmax) features and found the performance to
be inferior to those of a late fusion scheme. The reason we guess could
be DO descriptors bind both color and shape cues, so the combination
at local feature level will not introduce more feature information. This
fusion strategy is the main method used here throughout this paper.
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C. Gaussian derivatives used in segmentationB. Gabor filters used in HMAXA. Gradient used in SIFT

Fig. 4. Filters and their components used in the spatio-chromatic opponent operator.
(A) Gradient in the y directions used in sift computation [14]. (B) Gabor filters used
in Hmax [15]. (C) Gaussian derivatives used in segmentation [19]. From left to right
are: the original filter and the individual center and surround components used to
process the input color channels. Note that additional filters (not shown) at multiple
orientations, scales and phases are also used in Hmax and segmentation.

On these two datasets, unlike the Pascal voc dataset, color cues are
highly diagnostic of object category. Individual color descriptors perform better
than their grayscale counterparts on both datasets, and SO- and DO- (sift
and Hmax) descriptors significantly boost the performance compar-
ing to other color descriptors (compare the performance under Color vs.
Shape in Table 2). The hue and opponent angle color descriptors (Huesift and
Oppsift in Table 2) have shown to be the best descriptors for use in combina-
tion within a bag-of-words scheme [31]. For a fair comparison, we use the same
dense sift sampling strategy across all descriptors. The dictionary sizes of
grayscale/Hue/Opp/SO/DOsift are 1000, 800, 800, 600, and 800, re-
spectively on soccer team dataset, and 800, 800, 800, 600, and 800 on
flower dataset. We also report (in parenthesis) the performance reported in
[10, 31] for the Huesift and Oppsift descriptors based on a sparse sift sampling
strategy (using the Harris-Laplace detector). The performance of the dense and
sparse strategies are comparable on soccer team dataset. The dense approach
exhibits better performance when shape and color descriptors are evaluated in-
dividually whereas the sparse strategy seems to perform slightly better when the
two types of descriptors are combined on flower dataset (Both in Table 23).

We report on the performance of a bag-of-words scheme that uses a com-
bination of the sift descriptors with our SO (Color) and DO (Shape) repre-
sentations. Both descriptors outperform baseline systems both in isolation and
combination. Interestingly, we found that the Hmax model performs better than
the sift-based bag-of-words approaches both when used in conjunction with the
SO and DO descriptors. Additional, the original grayscale Hmax model per-
forms rather poorly on soccer team dataset with 42% accuracy. It should be
noted that for a fair comparison, we only compare the performance of bottom-up

3 Experientially, a late fusion scheme is used here for combining color and
shape cues (i.e. color (SO) and shape (DO) cues are concatenated to
form a compact representation. However we did try an early fusion of
SO- and DO- (sift and Hmax) features and found the performance to
be inferior to those of a late fusion scheme. The reason we guess could
be DO descriptors bind both color and shape cues, so the combination
at local feature level will not introduce more feature information. This
fusion strategy is the main method used here throughout this paper.
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A. Color-texton map vs. grayscale texton map

B. Precision-recall curves

Fig. 5. Contour detection on BSDS500. (A) Some representative examples of tex-
ton maps and color extensions. From left to right: original images, color-texture map
(SOTG) and texture map (TG). (B) Precision-recall curves on BSDS500, comparing
the original grayscale texture channel with the full Berkeley system that combines
brightness, color, and texture cues against our color-texture cue.
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C. Gaussian derivatives used in segmentationB. Gabor filters used in HMAXA. Gradient used in SIFT

Fig. 4. Filters and their components used in the spatio-chromatic opponent operator.
(A) Gradient in the y directions used in sift computation [14]. (B) Gabor filters used
in Hmax [15]. (C) Gaussian derivatives used in segmentation [19]. From left to right
are: the original filter and the individual center and surround components used to
process the input color channels. Note that additional filters (not shown) at multiple
orientations, scales and phases are also used in Hmax and segmentation.

On these two datasets, unlike the Pascal voc dataset, color cues are
highly diagnostic of object category. Individual color descriptors perform better
than their grayscale counterparts on both datasets, and SO- and DO- (sift
and Hmax) descriptors significantly boost the performance compar-
ing to other color descriptors (compare the performance under Color vs.
Shape in Table 2). The hue and opponent angle color descriptors (Huesift and
Oppsift in Table 2) have shown to be the best descriptors for use in combina-
tion within a bag-of-words scheme [31]. For a fair comparison, we use the same
dense sift sampling strategy across all descriptors. The dictionary sizes of
grayscale/Hue/Opp/SO/DOsift are 1000, 800, 800, 600, and 800, re-
spectively on soccer team dataset, and 800, 800, 800, 600, and 800 on
flower dataset. We also report (in parenthesis) the performance reported in
[10, 31] for the Huesift and Oppsift descriptors based on a sparse sift sampling
strategy (using the Harris-Laplace detector). The performance of the dense and
sparse strategies are comparable on soccer team dataset. The dense approach
exhibits better performance when shape and color descriptors are evaluated in-
dividually whereas the sparse strategy seems to perform slightly better when the
two types of descriptors are combined on flower dataset (Both in Table 23).

We report on the performance of a bag-of-words scheme that uses a com-
bination of the sift descriptors with our SO (Color) and DO (Shape) repre-
sentations. Both descriptors outperform baseline systems both in isolation and
combination. Interestingly, we found that the Hmax model performs better than
the sift-based bag-of-words approaches both when used in conjunction with the
SO and DO descriptors. Additional, the original grayscale Hmax model per-
forms rather poorly on soccer team dataset with 42% accuracy. It should be
noted that for a fair comparison, we only compare the performance of bottom-up

3 Experientially, a late fusion scheme is used here for combining color and
shape cues (i.e. color (SO) and shape (DO) cues are concatenated to
form a compact representation. However we did try an early fusion of
SO- and DO- (sift and Hmax) features and found the performance to
be inferior to those of a late fusion scheme. The reason we guess could
be DO descriptors bind both color and shape cues, so the combination
at local feature level will not introduce more feature information. This
fusion strategy is the main method used here throughout this paper.
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On these two datasets, unlike the Pascal voc dataset, color cues are
highly diagnostic of object category. Individual color descriptors perform better
than their grayscale counterparts on both datasets, and SO- and DO- (sift
and Hmax) descriptors significantly boost the performance compar-
ing to other color descriptors (compare the performance under Color vs.
Shape in Table 2). The hue and opponent angle color descriptors (Huesift and
Oppsift in Table 2) have shown to be the best descriptors for use in combina-
tion within a bag-of-words scheme [31]. For a fair comparison, we use the same
dense sift sampling strategy across all descriptors. The dictionary sizes of
grayscale/Hue/Opp/SO/DOsift are 1000, 800, 800, 600, and 800, re-
spectively on soccer team dataset, and 800, 800, 800, 600, and 800 on
flower dataset. We also report (in parenthesis) the performance reported in
[10, 31] for the Huesift and Oppsift descriptors based on a sparse sift sampling
strategy (using the Harris-Laplace detector). The performance of the dense and
sparse strategies are comparable on soccer team dataset. The dense approach
exhibits better performance when shape and color descriptors are evaluated in-
dividually whereas the sparse strategy seems to perform slightly better when the
two types of descriptors are combined on flower dataset (Both in Table 23).

We report on the performance of a bag-of-words scheme that uses a com-
bination of the sift descriptors with our SO (Color) and DO (Shape) repre-
sentations. Both descriptors outperform baseline systems both in isolation and
combination. Interestingly, we found that the Hmax model performs better than
the sift-based bag-of-words approaches both when used in conjunction with the
SO and DO descriptors. Additional, the original grayscale Hmax model per-
forms rather poorly on soccer team dataset with 42% accuracy. It should be
noted that for a fair comparison, we only compare the performance of bottom-up

3 Experientially, a late fusion scheme is used here for combining color and
shape cues (i.e. color (SO) and shape (DO) cues are concatenated to
form a compact representation. However we did try an early fusion of
SO- and DO- (sift and Hmax) features and found the performance to
be inferior to those of a late fusion scheme. The reason we guess could
be DO descriptors bind both color and shape cues, so the combination
at local feature level will not introduce more feature information. This
fusion strategy is the main method used here throughout this paper.
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(A) Gradient in the y directions used in sift computation [14]. (B) Gabor filters used
in Hmax [15]. (C) Gaussian derivatives used in segmentation [19]. From left to right
are: the original filter and the individual center and surround components used to
process the input color channels. Note that additional filters (not shown) at multiple
orientations, scales and phases are also used in Hmax and segmentation.

On these two datasets, unlike the Pascal voc dataset, color cues are
highly diagnostic of object category. Individual color descriptors perform better
than their grayscale counterparts on both datasets, and SO- and DO- (sift
and Hmax) descriptors significantly boost the performance compar-
ing to other color descriptors (compare the performance under Color vs.
Shape in Table 2). The hue and opponent angle color descriptors (Huesift and
Oppsift in Table 2) have shown to be the best descriptors for use in combina-
tion within a bag-of-words scheme [31]. For a fair comparison, we use the same
dense sift sampling strategy across all descriptors. The dictionary sizes of
grayscale/Hue/Opp/SO/DOsift are 1000, 800, 800, 600, and 800, re-
spectively on soccer team dataset, and 800, 800, 800, 600, and 800 on
flower dataset. We also report (in parenthesis) the performance reported in
[10, 31] for the Huesift and Oppsift descriptors based on a sparse sift sampling
strategy (using the Harris-Laplace detector). The performance of the dense and
sparse strategies are comparable on soccer team dataset. The dense approach
exhibits better performance when shape and color descriptors are evaluated in-
dividually whereas the sparse strategy seems to perform slightly better when the
two types of descriptors are combined on flower dataset (Both in Table 23).

We report on the performance of a bag-of-words scheme that uses a com-
bination of the sift descriptors with our SO (Color) and DO (Shape) repre-
sentations. Both descriptors outperform baseline systems both in isolation and
combination. Interestingly, we found that the Hmax model performs better than
the sift-based bag-of-words approaches both when used in conjunction with the
SO and DO descriptors. Additional, the original grayscale Hmax model per-
forms rather poorly on soccer team dataset with 42% accuracy. It should be
noted that for a fair comparison, we only compare the performance of bottom-up

3 Experientially, a late fusion scheme is used here for combining color and
shape cues (i.e. color (SO) and shape (DO) cues are concatenated to
form a compact representation. However we did try an early fusion of
SO- and DO- (sift and Hmax) features and found the performance to
be inferior to those of a late fusion scheme. The reason we guess could
be DO descriptors bind both color and shape cues, so the combination
at local feature level will not introduce more feature information. This
fusion strategy is the main method used here throughout this paper.
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Fig. 3.  Spatiotemporal RF profiles (X-T
plots) for neurons recorded from the
LGN and striate cortex of the cat.  In
each panel, the horizontal axis represents
space (X) and the vertical axis represents
time (T).  For panels A-F, solid contours de-
limit bright-excitatory regions, whereas
dashed contours indicate dark-excitatory
regions.  To construct these X-T plots, 1-D
RF profiles (see Fig. 2) are obtained, at
finely spaced time intervals (5-10ms), over
a range of values of T.  These 1-D profiles
are then "stacked up" to form a surface,
which is smoothed and plotted as a contour
map (for details, see Refs. 8,34).  (A) An X-
T profile is shown here for a typical ON-
center, non-lagged X-cell from the LGN.
For T<50 ms, the RF has a bright-excitatory
center and a dark-excitatory surround.
However, for T>50 ms, the RF center be-
comes dark-excitatory and the surround
becomes bright-excitatory.  Similar spa-
tiotemporal profiles are presented else-
where9,36.  (B) An X-T plot is shown for an
ON-center, lagged X-cell.  Note that the
second temporal phase of the profile is
strongest.  (C) An X-T profile for a simple
cell with a space-time separable RF.  For
T<100 ms, the RF has a dark-excitatory
subregion to the left of a bright-excitatory
subregion.  For T>100 ms, each subregion
reverses polarity, so that the bright-excita-
tory region is now on the left.  Similar X-T
data are presented elsewhere8,30,34.  (D)
Data for another simple cell with an approx-
imately separable X-T profile.  (E) Data are
shown for a simple cell with a clearly insep-
arable X-T profile.  Note how the spatial ar-
rangement of bright- and dark-excitatory
subregions (i.e., the spatial phase of the
RF) changes gradually with time (see Refs.
5,8,9,30,34 for similar data).  (F) An insep-
arable X-T profile is shown here for the
same simple cell for which 2-D spatial pro-
files are shown in Fig. 2B.  Note that the
subregions are tilted to the right in the
space-time domain.  (G) X-T profiles are
shown for the same complex cell as in Fig.
1C (see also Ref. 17).  Responses to bright
and dark stimuli are shown separately be-
cause these regions overlap extensively.
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T profile is shown here for a typical ON-
center, non-lagged X-cell from the LGN.
For T<50 ms, the RF has a bright-excitatory
center and a dark-excitatory surround.
However, for T>50 ms, the RF center be-
comes dark-excitatory and the surround
becomes bright-excitatory.  Similar spa-
tiotemporal profiles are presented else-
where9,36.  (B) An X-T plot is shown for an
ON-center, lagged X-cell.  Note that the
second temporal phase of the profile is
strongest.  (C) An X-T profile for a simple
cell with a space-time separable RF.  For
T<100 ms, the RF has a dark-excitatory
subregion to the left of a bright-excitatory
subregion.  For T>100 ms, each subregion
reverses polarity, so that the bright-excita-
tory region is now on the left.  Similar X-T
data are presented elsewhere8,30,34.  (D)
Data for another simple cell with an approx-
imately separable X-T profile.  (E) Data are
shown for a simple cell with a clearly insep-
arable X-T profile.  Note how the spatial ar-
rangement of bright- and dark-excitatory
subregions (i.e., the spatial phase of the
RF) changes gradually with time (see Refs.
5,8,9,30,34 for similar data).  (F) An insep-
arable X-T profile is shown here for the
same simple cell for which 2-D spatial pro-
files are shown in Fig. 2B.  Note that the
subregions are tilted to the right in the
space-time domain.  (G) X-T profiles are
shown for the same complex cell as in Fig.
1C (see also Ref. 17).  Responses to bright
and dark stimuli are shown separately be-
cause these regions overlap extensively.
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Figure 13.1
Neural model for the processing of dynamic face stimuli. Form and motion features are extracted in two
separate pathways. The addition of asymmetric recurrent connections at the top levels makes the units se-
lective for temporal order. The highest level consists of neurons that fuse form and motion information.

198 T. Serre and M. A. Giese

V1

V1/MT

MT/MST

... ...

STS

Dorsal “motion” pathway

Ventral “shape” pathway

V1

V1/V2

V4/IT

29



G. DeAngelis, I. Ohzawa and R. Freeman --- Receptive-field dynamics

Trends Neurosci. (1995) 18: 451-458          7

0 3 
0 

200 

0 
0 

250 

3 

Space, x (deg) 

Ti
m

e,
 t 

 

0 6 
0 

250 

0 6 
0 

400 

0 6 
0 

200 

0 4 
0 

300 

0 8 
0 

200 

0 8 

LGN 

SIMPLE, Separable 

SIMPLE, Inseparable 

COMPLEX 

A B 

C D 

E F 

G 
Dark Bright 

100 

100 

150 

125 

100 

200 

125 

Nonlagged Lagged 

(m
s)

Fig. 3.  Spatiotemporal RF profiles (X-T
plots) for neurons recorded from the
LGN and striate cortex of the cat.  In
each panel, the horizontal axis represents
space (X) and the vertical axis represents
time (T).  For panels A-F, solid contours de-
limit bright-excitatory regions, whereas
dashed contours indicate dark-excitatory
regions.  To construct these X-T plots, 1-D
RF profiles (see Fig. 2) are obtained, at
finely spaced time intervals (5-10ms), over
a range of values of T.  These 1-D profiles
are then "stacked up" to form a surface,
which is smoothed and plotted as a contour
map (for details, see Refs. 8,34).  (A) An X-
T profile is shown here for a typical ON-
center, non-lagged X-cell from the LGN.
For T<50 ms, the RF has a bright-excitatory
center and a dark-excitatory surround.
However, for T>50 ms, the RF center be-
comes dark-excitatory and the surround
becomes bright-excitatory.  Similar spa-
tiotemporal profiles are presented else-
where9,36.  (B) An X-T plot is shown for an
ON-center, lagged X-cell.  Note that the
second temporal phase of the profile is
strongest.  (C) An X-T profile for a simple
cell with a space-time separable RF.  For
T<100 ms, the RF has a dark-excitatory
subregion to the left of a bright-excitatory
subregion.  For T>100 ms, each subregion
reverses polarity, so that the bright-excita-
tory region is now on the left.  Similar X-T
data are presented elsewhere8,30,34.  (D)
Data for another simple cell with an approx-
imately separable X-T profile.  (E) Data are
shown for a simple cell with a clearly insep-
arable X-T profile.  Note how the spatial ar-
rangement of bright- and dark-excitatory
subregions (i.e., the spatial phase of the
RF) changes gradually with time (see Refs.
5,8,9,30,34 for similar data).  (F) An insep-
arable X-T profile is shown here for the
same simple cell for which 2-D spatial pro-
files are shown in Fig. 2B.  Note that the
subregions are tilted to the right in the
space-time domain.  (G) X-T profiles are
shown for the same complex cell as in Fig.
1C (see also Ref. 17).  Responses to bright
and dark stimuli are shown separately be-
cause these regions overlap extensively.

x

t

Non-separable 
space-time RFs

G. DeAngelis, I. Ohzawa and R. Freeman --- Receptive-field dynamics

Trends Neurosci. (1995) 18: 451-458          7

0 3 
0 

200 

0 
0 

250 

3 

Space, x (deg) 

Ti
m

e,
 t 

 

0 6 
0 

250 

0 6 
0 

400 

0 6 
0 

200 

0 4 
0 

300 

0 8 
0 

200 

0 8 

LGN 

SIMPLE, Separable 

SIMPLE, Inseparable 

COMPLEX 

A B 

C D 

E F 

G 
Dark Bright 

100 

100 

150 

125 

100 

200 

125 

Nonlagged Lagged 

(m
s)

Fig. 3.  Spatiotemporal RF profiles (X-T
plots) for neurons recorded from the
LGN and striate cortex of the cat.  In
each panel, the horizontal axis represents
space (X) and the vertical axis represents
time (T).  For panels A-F, solid contours de-
limit bright-excitatory regions, whereas
dashed contours indicate dark-excitatory
regions.  To construct these X-T plots, 1-D
RF profiles (see Fig. 2) are obtained, at
finely spaced time intervals (5-10ms), over
a range of values of T.  These 1-D profiles
are then "stacked up" to form a surface,
which is smoothed and plotted as a contour
map (for details, see Refs. 8,34).  (A) An X-
T profile is shown here for a typical ON-
center, non-lagged X-cell from the LGN.
For T<50 ms, the RF has a bright-excitatory
center and a dark-excitatory surround.
However, for T>50 ms, the RF center be-
comes dark-excitatory and the surround
becomes bright-excitatory.  Similar spa-
tiotemporal profiles are presented else-
where9,36.  (B) An X-T plot is shown for an
ON-center, lagged X-cell.  Note that the
second temporal phase of the profile is
strongest.  (C) An X-T profile for a simple
cell with a space-time separable RF.  For
T<100 ms, the RF has a dark-excitatory
subregion to the left of a bright-excitatory
subregion.  For T>100 ms, each subregion
reverses polarity, so that the bright-excita-
tory region is now on the left.  Similar X-T
data are presented elsewhere8,30,34.  (D)
Data for another simple cell with an approx-
imately separable X-T profile.  (E) Data are
shown for a simple cell with a clearly insep-
arable X-T profile.  Note how the spatial ar-
rangement of bright- and dark-excitatory
subregions (i.e., the spatial phase of the
RF) changes gradually with time (see Refs.
5,8,9,30,34 for similar data).  (F) An insep-
arable X-T profile is shown here for the
same simple cell for which 2-D spatial pro-
files are shown in Fig. 2B.  Note that the
subregions are tilted to the right in the
space-time domain.  (G) X-T profiles are
shown for the same complex cell as in Fig.
1C (see also Ref. 17).  Responses to bright
and dark stimuli are shown separately be-
cause these regions overlap extensively.

x

t

Separable 
space-time RFs

Figure 13.1
Neural model for the processing of dynamic face stimuli. Form and motion features are extracted in two
separate pathways. The addition of asymmetric recurrent connections at the top levels makes the units se-
lective for temporal order. The highest level consists of neurons that fuse form and motion information.

198 T. Serre and M. A. Giese

V1

V1/MT

MT/MST

... ...

STS

Dorsal “motion” pathway

Ventral “shape” pathway

V1

V1/V2

V4/IT

29



Action recognition with a dorsal stream model

KTH	
  Human	
  ac*ons	
  
(6	
  classes)

Weizmann	
  Human	
  ac*on	
  
(9	
  classes)

Dollar	
  et	
  al	
  ‘05 Jhuang	
  et	
  al	
  ‘07

KTH	
  Human

UCSD	
  Mice

Weiz.	
  Human

81.3 % 91.6 %

75.6 % 79.0 %

86.7 % 96.3 %

Jhuang	
  Serre	
  Wolf	
  &	
  Poggio	
  ‘07

Yeffet	
  &	
  Wolf	
  ‘09 Yeffet	
  &	
  Wolf	
  ‘09	
   Wang	
  &	
  Mori	
  ‘08	
   30



Automated rodent behavioral 
analysis

Image source: Shmuel & Grinvald ‘96

Jhuang Serre et al ‘07 ’10; Kuehne Jhuang et al ‘1131



Automated rodent behavioral 
analysis

Image source: Shmuel & Grinvald ‘96

Jhuang Serre et al ‘07 ’10; Kuehne Jhuang et al ‘1131



Automated rodent behavioral 
analysis

ARTICLE

4 

NATURE COMMUNICATIONS  |    DOI:  10.1038/ncomms1064 

NATURE COMMUNICATIONS  |  1:68  |    DOI:  10.1038/ncomms1064   |  www.nature.com/naturecommunications

© 2010 Macmillan Publishers Limited. All rights reserved.

the hierarchy. ! ese motion features are obtained by combining the 
response of V1-like a" erent motion units that are tuned to di" erent 
directions of motion ( Fig. 2e ). 

 ! e output of this hierarchical preprocessing module consists 
of a dictionary of about 300 space-time motion features (S2 / C2 
layers,  Fig. 2e ) that are obtained by matching the output of the S1 / C1 
layers with a dictionary of motion-feature templates. ! is basic dic-
tionary of motion-feature templates corresponds to discriminative 
motion features that are learnt from a training set of videos contain-
ing labelled behaviours of interest (the  ‘ clipped database ’ ), through 
a feature selection technique. 

 To optimize the performance of the system for the recognition 
of mouse behaviours, several key parameters of the model were 
adjusted. ! e parameters of the spatio-temporal # lters in the # rst 
stage (e.g., their preferred speed tuning and direction of motion, the 
nature of the nonlinear transfer function used, the video resolution 
and so on) were adjusted so as to maximize performance on the 
 ‘ clipped database ’ . 

 To evaluate the quality of these motion features for the recog-
nition of high-quality unambiguous behaviours, we trained and 
tested a multiclass Support Vector Machine (SVM) on single iso-
lated frames from the  ‘ clipped database ’  using the all-pair multiclass 
classi# cation strategy. ! is approach does not rely on the temporal 
context of measured behaviours beyond the computation of low-
level motion signals and classi# es each frame independently. On the 
 ‘ clipped database ’ , we # nd that such a system leads to 93 %  accuracy 
(as the percentage of correctly predicted clips, chance level is 12.5 %  
for an eight-class classi# cation), which is signi# cantly higher than 
the performance of a representative computer vision system 23  (81 % ) 
trained and tested under the same conditions (see  Supplementary 
Methods ). Performance was estimated on the basis of a leave-one-
video-out procedure, whereby clips from all except one video are 
used to train the system, whereas performance is evaluated on the 
clips from the remaining video. ! e procedure was repeated for all 
videos; we report the overall accuracy. ! is suggests that the repre-
sentation provided by the dictionary of motion-feature templates is 
suitable for the recognition of the behaviours of interest even under 
conditions in which the global temporal structure (i.e., the temporal 
structure beyond the computation of low-level motion signals) of 
the underlying temporal sequence is discarded. 

 In addition to the motion features described above, we computed 
an additional set of features derived from the instantaneous loca-
tion of the animal in the cage ( Fig. 2f ). Position- and velocity-based 
measurements were estimated on the basis of the two-dimensional 
coordinates ( x ,  y ) of the foreground pixels ( Fig. 2a ) for every frame. 
! ese included the position and aspect ratio of the bounding box 
around the animal (indicating whether the animal is in a horizontal 
or vertical posture), the distance of the animal to the feeder, as well 
as its instantaneous velocity and acceleration.  Figure 2f  illustrates 
some of the key features used (see  Supplementary Table S1  for a 
complete list).   

  Classi! cation module   .   ! e reliable phenotyping of an animal 
requires more than the mere detection of stereotypical non-ambigu-
ous behaviours. In particular, the present system aims at classify-
ing every frame of a video sequence, even for those frames that are 
ambiguous and di$  cult to categorize. For this challenging task, 
the temporal context of a speci# c behaviour becomes an essential 
source of information; thus, learning an accurate temporal model 
for the recognition of actions becomes critical (see  Supplementary 
Fig. S2  for an illustration). In this study we used a Hidden Markov 
Model Support Vector Machine (SVMHMM,  Fig. 2g ) 28,29 , which is 
an extension of the SVM classi# er for sequence tagging. ! is tem-
poral model was trained on the  ‘ full database ’  as described above, 
which contains manually labelled examples of about 10   h of con-
tinuously scored video sequences from 12 distinct videos. 

 Assessing the accuracy of the system is a critical task. ! ere-
fore, we made two comparisons: (I) between the resulting system 
and commercial so% ware ( HomeCageScan 2.0 ,  CleverSys Inc. ) for 
mouse home-cage behaviour classi# cation and (II) between the sys-
tem and human annotators. ! e level of agreement between human 
annotators sets a benchmark for the system performance, as the 
system relies entirely on human annotations to learn to recognize 
behaviours. To evaluate the agreement between two sets of labellers, 
we asked a set of four human annotators ( ‘ Annotator group 2  ’  ) inde-
pendent from  ‘ Annotator group 1 ’  to annotate a subset of the  ‘ full 
database ’ . ! is subset (denoted  ‘ set B ’ ) corresponds to many short 
random segments from the  ‘ full database ’ ; each segment is about 
5 – 10   min in length and they add up to a total of 1.6   h of annotated 
video.  Supplementary Figure S1d  shows the corresponding distribu-
tion of labels for  ‘ set B ’  and con# rms that  ‘ set B ’  is representative of 
the  ‘ full database ’  ( Supplementary Fig. S1c ). 

 Performance was estimated using a leave-one-video-out proce-
dure, whereby all but one of the videos was used to train the system, 
and performance was evaluated on the remaining video. ! e proce-
dure was repeated  n     =    12 times for all videos and the performance 
averaged. We found that our system achieves 77.3 %  agreement with 
human labellers on  ‘ set B ’  (averaged across frames), a result sub-
stantially higher than the HomeCageScan 2.0 (60.9 % ) system and 
on par with humans (71.6 % ), as shown in  Table 1 . For all the com-
parisons above, the annotations made by the  ‘ Annotator group 1 ’  
were used as ground truth to train and test the system because these 
annotations underwent a second screening and were therefore more 
accurate than the annotations made by the  ‘ Annotator group 2 ’ . ! e 
second set of annotations made by the  ‘ Annotator group 2 ’  on  ‘ set B ’  
was only used for measuring the agreement between independent 
human annotators. It is therefore possible for a computer system to 
appear more  ‘ accurate ’  than the second group of annotators, which 
is in fact what we observed for our system.  Table 1  also shows the 
comparison between the system and commercial so% ware on the 
 ‘ full database ’ . 

  Figure 3  shows the confusion matrices between the compu-
ter system and  ‘ Annotator group 1 ’  ( Fig. 3a ), between  ‘ Annotator 
group 1 ’  and  ‘ Annotator group 2 ’  ( Fig. 3b ), as well as between the 
HomeCageScan system and  ‘ Annotator group 1 ’  ( Fig. 3c ). A confu-
sion matrix is one way to visualize the agreement between two enti-
ties, wherein each entry ( x ,  y ) of the matrix represents the probability 
that the # rst entity (say  ‘ Annotator group 1 ’ ) will label a speci# c 
behaviour as   x   and the second entity (say the computer system ) as   y  . 
For instance, two entities with perfect agreement would exhibit a 1 
value along every entry along the diagonal and 0 everywhere else. 
In  Figure 3a  for example, the matrix value along the fourth row and 
fourth column indicates that the computer system correctly classi-
# es 92 %  of the  ‘ hanging ’  behaviours as labelled by a human observer, 
whereas 8 %  of the behaviours are incorrectly classi# ed as  ‘ eating ’  
(2 % ), rearing (5 % ) or others (less than 1 % ). ! ese numbers are also 
re& ected in the colour codes used, with red / blue corresponding to 
better / worse levels of agreement. We also observed that adding the 

    Table 1      |    Accuracy of the system. 

    

  Our system

  

  CleverSys 
commercial 

system  

  Human 
( ‘  Annotator 

group 2  ’ )  

    ‘ Set B ’  (1.6   h 
of video) 

 77.3 %  /  76.4 %    60.9 %  /  64.0 %    71.6 %  /  75.7 %   

    ‘ Full database ’  
(over 10   h of video) 

 78.3 %  /  77.1 %    61.0 %  /  65.8 %     

     Accuracies are reported as averaged across frames / across behaviours (underlined numbers, 
computed as the average of the diagonal entities in  Figure 3  confusion matrix; chance level is 
12.5% for an eight-class classifi cation problem).   
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• Feedforward hierarchical learning 
architectures seem consistent:
- With anatomy and physiology of 

visual cortex 
- With human psychophysics 

during rapid categorization tasks
• But incomplete models of visual 

processing
- Suffer from ‘clutter problem’ and 

cannot parse and interpret visual 
scenes

- Possible role for cortical feedback 
and shifts of attention

Summary
34



• What should you care about 
biology?
- i.e., why not learning everything? 

• Parameter space is prohibitively 
large
- Biology might give you at least a 

starting point

Summary
35



Deep learning in the 
visual cortex

I.  Fundamentals of primate vision

II. Computational mechanisms of rapid 
recognition and feedforward processing

III. Beyond feedforward processing: 
Attentional mechanisms and cortical 
feedback

Thomas Serre
Brown University
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