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BN examples of the objects in cluttered
Beckground (e.g. Caltech 101, Fergus et al).
s=Strategy: too hard to directly learn generative
/models. for the full object appearance — try
learning generative models for image features,
and gradually increase the complexity of the
Image. features.

——
an Image by decomposing} i

S constitUent vistial patterns.

giiaset: Caltech 101. Each image contains a known
JEect with unknown (random) background.

= Artificially: vary the pose = position, scale, orientation of

object.

® Tasks: Detection and Classification.




* Too difficult (initially) to represent the
image intensities — for computational and

modeling reasons.

BRRIOhIEms:
M(@)rsome points are background.

Sy the object may have variable number of
points.
(i) the object may have different appearances
(e.g. due to changing viewpoint).

(iii) the pose of the object is unknown.

S The distribution on each triplet is a Gaussian
defined on the shape invariant vector.

® This representation enables efficient inference
(dynamic programming by junction trees).

® These attributed points can be extracted
by the Brady-Kadir operation. They are
represented with SIFT features (Lowe).

DIENTEoN).
SAREDPIESENT the object in terms of oriented triplets

Define invariant shape vector FENIENIENS
~Which is invariant to pose.

*-The probability distribution will be defined on
the invariant shape vector (invariant to pose).

® Gaussian distribution (with missing points).

eed to model different appearance of the
ebject (e.g. different viewpoints).

® This gives a model with OR nodes.
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ngles represent OR nodes. Squares
resent AND nodes. Circles represent
ivuted points.

€ty denote the configuration of the tree:
Spositions, orientations, and attributes of points.

= y:depends on topological, structure, and
appearance parameters omega and Omega.

* (E.g. parameters of the Gaussian models, = Where x denotes the positions and
SEIELER 0T OR nodes,..). attributs of the image points.

: = ) Learning the model parameters.
= Graph Structure y, Observed Data X, = & (3) Learning the structure of the model

(e-g. how many triples, how many OR

* Model parameters, Omega and omega, y
nodes). Structure pursuit.

e |nternal variables u & v

image to the object and background points
generated by the model.

® EM algorithm. The variables y, nu are hidden.

Y0 amming. ® DP used to sum out over nu.




N
M Structure Pursuit:

il the: structure of the model.

T 72}\ (%

s Strategy: structure pursuit. Initialize with
simplest model (everything is background).

* Grow the model by proposing new triplets.
Accept, or reject, by model selection.

> rlardepile

gE can contain airplanes, faces, or

N
M2 Structure Pursuit:

PRRIOIOSE NEV thiplets.

PAllltieN: suspicious coincidences.

BREIISt= determine a feature vocabulary attributed

BNIoIIILS Wiich! freguently occur in the images.

Sieserare plausible candidates to be points on the

object (background is variable).

e-Second — determine a triplet vocabulary of tripes
or attributed features (from the feature
vocabulary set).

e Use this triplet vocabulary to generate proposals.
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M2 Success & Limitations:

PRPETOImance on' Detection/Recognition is good
(ESiate of the art).

BNlicrence speed is very fast (seconds).

dit'detection/recognition performance is not

soptimal, because we ignore many cues. (Can still
fiecognize object f interest points removed). S PGMM 2 includes a mask for the shape of the

® But PGMM1 can only do detection and object, and edge features.
recognition because of its limited representation. « Enables segmentation and some crude parsing.

2 Copnlol
feziiulfesss

Enables segmentation
and limited parsing.

Pose variable is used to couple PGGM 1 & 2.




{="Richer representation based on edges and
ridge features (Lindeberg’s primal sketch).

® Generative model includes multiple parts
(e-g. legs) which may, or may not, be
present.

* Kokkinos & Yuille (ICCV 07).

fnot/vated partly by whether we could

= compute it or not (i.e. use DP).

= Need to enhance the representation by
introducing hierarchy.

Prune oUt proposals to prevent combinatorial
explosion: surround suppression, local goodness
of fit.

e Surround suppression — loss of resolution,
recovered by top-down. (Tai Sing Lee).




E=(Or rejects) these proposals. =50
= Top-down explores proposals that were Segmentation.

rejected by the bottom-up process due to * Evaluated on

surround suppression. 100’s images.

N
0o AND/OR Grapiir

S eIsEs as AND/OR graphs.

Progremromumstpenvisedearning of

anilistic grammars for objects.
SAliiiculiies: complexities of images. Variable
[9OSE) Variable appearance, cluttered
MECkground.

formable parts, hierarchies.
e Structure Learning: Proposals generated by
suspicious coincidences.




