
Bounding and Counting Linear Regions 
of Deep Neural Networks

Thiago Serra
Mitsubishi Electric Research Labs

@thserra

Christian Tjandraatmadja SrikumarRamalingam
Google The University of Utah



The Answer to Life, the Universe, and Everything
2

By Matteo Kofler
https://towardsdatascience.com/deep-learning-with-
tensorflow-part-1-b19ce7803428



hǊΣ {ƻƳŜǘƛƳŜǎΣ aŀȅōŜ bƻǘΧ
3

By Matt Hopkins
https://www.pedestrian.tv/tech/the-computer-from-
hitchhikers-guide-to-the-galaxy-is-being-made-irl/



Notation

Notation:

ÅNumber of layers: ╛

ÅWidth of layer ■: ▪■

ÅOutput of layer ■: ▐■ᶰᴙ▪
■

ÅInput vector: ●▐

ÅInput dimension: ▪

● ▐

▐

▐╛

◐ ▐╛
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The Scope of This Work

We study homogeneous DNNs with piecewise linear activations

ÅRectifier Linear Unit (ReLU):

For piecewise linear activations, the DNN models a piecewise linear function
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What Piecewise Linear Regression?

²Ŝ ǎǘǳŘȅ ǘƘŜ ƴǳƳōŜǊ ƻŦ άǇƛŜŎŜǎέΣ ƻǊ linear regions, that can those DNNs can 
attain, both theoreticallyand empirically
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What Piecewise Linear Regression?

²Ŝ ǎǘǳŘȅ ǘƘŜ ƴǳƳōŜǊ ƻŦ άǇƛŜŎŜǎέΣ ƻǊ linear regions, that can those DNNs can 
attain, both theoreticallyand empirically

ÅEach linear region is mapped to the output by a single affine function

ÅThe configuration affects the numberand form of the linear regions
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The Number of Regions Approach

Linear regions could be a proxy for model complexity

By Yurii
https://stats.stackexchange.com/questions/184103/why-the-error-
on-a-training-set-is-decreasing-while-the-error-on-the-validation
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The Number of Regions Approach

Linear regions could be a proxy for model complexity

ÅEnough capacity to fit well 
the training data well (low training error)

ÅNot so much that we single out 
the training points (low test error)

By Yurii
https://stats.stackexchange.com/questions/184103/why-the-error-
on-a-training-set-is-decreasing-while-the-error-on-the-validation
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Bounds on The Number of Linear Regions

Negativesare important

ÅFind limits to what functions can be approximated
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Bounds on The Number of Linear Regions

Negativesare important

ÅFind limits to what functions can be approximated

ÅComparison between different configurations
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Activation Patterns and Linear Regions
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concept of activation patterns (Raghu et al., 2017; Montufar, 2017):
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Activation Patterns and Linear Regions

For ReLUs, we characterize these regions using the 
concept of activation patterns (Raghu et al., 2017; Montufar, 2017):

ÅFor a given input ●

ÅThere is an activation set ╢■Ṗ ȟȟȣȟ▪■

for each layer l such that ░ɴ ╢■iffἰἱ
ἴ

ÅThe activation pattern of ●is ╢ȟȣȟ╢■

A linear regionis the set of all points 
with a same activation pattern

╢ ȟȟ

╢ ȟ

╢

╢ ȟȟ
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Bounds on Rectifier Networks
ÅBetter theoretical limits to the number of regions



Bounding Deep Networks, Act 0

The number of activation patterns is a first upper bound (Montufar et al., 2014):

▪ ȣ ▪╛

27



Bounding Deep Networks, Act 0

The number of activation patterns is a first upper bound (Montufar et al., 2014):

▪ ȣ ▪╛

However, we cannot differentiate configurations with same number of units!
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Building Blocks to Bound Linear Regions

We can use the theory of hyperplane 
arrangementson the layers (Zaslavsky, 1975):

ÅThe number of full-dimensional regions 
defined by ▪hyperplanes in ᴙ is

░

▀
▪

░
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The Effect of a Single Layer

Each full-dimensional polyhedron defined by the arrangement of activation 
hyperplanes of a given layer corresponds to a distinct activation set
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Bounding Shallow Networks

The number of regions of a shallow network is at most
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Bounding Shallow Networks

The number of regions of a shallow network is at most

░

▪
▪

░

With 4 hyperplanes in 2 dimensions, we have: 

We can always reach that bound

From https://onionesquereality.wordpress.com/2012/11/23/
maximum-number-of-regions-in-arrangement-of-hyperplanes/
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Bounding Deep Networks, Act 1

We can generalize the previous idea to multiple layers:
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Bounding Deep Networks, Act 1

We can generalize the previous idea to multiple layers:

ÅEach LR in layer ■can be potentially combined 
with all LRs in the subsequent layers

Implicit in Raghu et al. (2017): 
For a rectifier DNN, there are at most

■

╛

▒

▪■
▪■
▒

linear regions.
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Propagating Dimensions through Width

A layer with small width restricts the dimension of 
hyperplane arrangements in subsequent layers
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Propagating Dimensions through Width

A layer with small width restricts the dimension of 
hyperplane arrangements in subsequent layers

ÅFor layer ■, we have 5 hyperplanes in dimension 3

ÅIn fact, the output ἰἴis contained in a 3D region

More generality, the maximum dimensionof the arrangement in layer ■is

▀■ □░▪▪ȟ▪ȟȣȟ▪■

Layer■

Layer■

Layer■
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Consequence to the Upper Bound, Act 2

Montufar (2017): For a rectifier DNN, there are at most

■

╛

▒

▀■
▪■
▒

linear regions.
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Refining Dimensions through Activation Patterns
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Refining Dimensions through Activation Patterns

In the last example, nothing changes if layer ■ has extra inactiveunits

In fact, we could make stronger statements:

ÅGiven ╢■ , the arrangement in layer ■
consists of 5 hyperplanes in dimension 2

ÅHence, for that ╢■ , outputs ἰἴ and ἰἴ

are both contained in 2D regions

Layer■

Layer■

Layer■
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How This Looks in Practice
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Bounding Deep Networks, Act 3

Theorem 1 (S., Tjandraatmadja, Ramalingam2018a): For a rectifier DNN, there are at most

▒ȟȣȟ▒╛ ╙ɴ■

╛
▪■
▒■

linear regions, where 

╙ ▒ȟȣȟ▒╛ ᶰᴚ
╛ȡ ▒■ ἵἱἶ▪ȟ▪ ▒ȟȣȟ▪■ ▒■ ȟ▪■ ■ᶅ

ȟȣȟ╛.
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Bounding Deep Networks, Act 3

Theorem 1 (S., Tjandraatmadja, Ramalingam2018a): For a rectifier DNN, there are at most

▒ȟȣȟ▒╛ ╙ɴ■

╛
▪■
▒■

linear regions, where 

╙ ▒ȟȣȟ▒╛ ᶰᴚ
╛ȡ ▒■ ἵἱἶ▪ȟ▪ ▒ȟȣȟ▪■ ▒■ ȟ▪■ ■ᶅ

ȟȣȟ╛.

This bound is tight when ▪
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Insights from the New Upper Bound

We uniformly distribute 60 units in 1 to 6 layers and vary input dimension
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