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Born-Oppenheimer	ApproximaBon

• The	electrons	are	much	lighter	than	the	nuclei	(mp/me	≈	1,800)	
• Hence,	for	given	nuclei	posiDon,	the	electrons	are	in	their	ground	state	Ψ0	
• This	approximaDon	is	known	as	the	Born-Oppenheimer	approximaBon	
• However,	for	some	materials	and	properDes	this	approximaDon	can	fail	
- Hydrogen	diffusion	in	materials	by	tunneling	
- Hydrogen	phases	at	high	temperature	and	pressure		
- He	droplets	
- SuperconducDvity	
- Atomic	gases	at	low	temperatures	⇒	Bose-Einstein	condensaDon	

• Treat	nuclei	as	classical	parDcles	and	use	the	Born-Oppenheimer	approximaDon

 Energy model Energy	E({Ri})Atomic	structure	{Ri}
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Quantum	mechanical	methods	
• Start	from	the	many-body	Schrödinger	equaDon	and	make	approximaDons	
• Examples:	

Semi-empirical	models	
• FuncDonal	form	moDvated	by	quantum	mechanics, 
neglecDng	difficult	terms,	fiUed	parameters	

• Examples:		Tight-binding,	neglect	of	differenDal	overlap	

Empirical	models	
• FuncDonal	forms	with	fiUed	parameters	
• Examples:	Pair	potenDals,	many-body	potenDals,	  
		 	 	 			effecDve	medium	potenDals

Hierarchy	of	Energy	Models

‣ Quantum	chemistry	(Hartree-Fock,	Coupled	clusters,	configuraDon	interacDon,	…)	
‣ Density-funcDonal	theory,	GW	approximaDon,	random-phase	approximaDon	
‣ Quantum	Monte	Carlo,	dynamical	mean-field	theory,	density	matrix	renormalizaDon	
group



Choice	of	funcBonal	form	of	empirical	potenBals	
• MoDvated	by	types	of	chemical	bonds	relevant	for	specific	material	
• Increasing	in	complexity:	pair	potenDals,	pair	funcDonals,	many-body	potenDals,	…	

OpBmizaBon	of	empirical	potenBal	parameters	
• Least-square	opDmizaDon	techniques	using	a	fiang	and	tesDng	database	

ValidaBon	strategies	
• Obvious:	Comparison	with	other	available	data	
• ValidaDon	of	energy	landscapes	using	structure	search	methods	

Open	quesBons	
• How	to	select	the	opDmal	funcDonal	form	of	potenDal	for	a	given	material?	
• How	to	choose	an	opDmal	data	set	for	model	parameter	opDmizaDon?	
• How	to	idenDfy	tradeoffs	between	conflicDng	model	predicDons?

Outline



Common	Features	of	Empirical	PotenBals

DecomposiBon	in	atomic	energies	
• Energy	is	constructed	as	sum	of	local	atomic	energies		

• Locality	of	atomic	interacDons	is	known	as	near-sightedness	in	quantum	chemistry		

General	N-body	expansion
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Pair	PotenBals

Common	features	
• ApproximaDon	of	only	pairwise	interacDon	
• Form	of	pair	potenDal	V(r)	
‣ Repulsive	at	short	distances,	aUracDve	at	long	distances	
‣ Usually	applied	with	a	cutoff	

• AnalyDcal	forms	of	potenDals	are	usually	based	on	basic	physics	
• Physical	relevance	of	parameters	disappears	when	potenDals	are	fiUed		
• Minimal	set	of	parameters:	energy	scale	and	length	scale	

FuncBonal	forms	of	potenBals	
• Many	different	funcDonal	forms	have	been	developed	and	used	
• Lennard-Jones,	Buckingham,	Morse,	Coulomb,	screened	Coulomb,	hard	sphere,	Yukawa
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J.	E.	Lennard-Jones,	Cohesion.	Proc.	Phys.	Soc.	43,	461	(1931).

Sir	John	
Lennard-Jones

Lennard-Jones	PotenBal

• Proposed	in	1931	by	John	Lennard-Jones	at	Bristol	University	
• AUracDve	1/r6	term	describes  
van	der	Waals	aQracBon	

• Repulsive	1/r12	term  
chosen	for	efficiency



• When	expressing	T,	p,	and	ρ	in	renormalized	units	all	Lennard-Jones	potenDals	are	idenDcal	
‣ Temperature	 ε/kB	
‣ Pressure	 	 	 ε/σ3	

‣ Density	 	 	 1/σ3	

• If	we	set	laace	parameter	r0	=	σ	and  
cohesive	energy	Ecoh	=	ε,	then  
all	other	properDes	such	as	elasDc	coefficients, 
melDng	point	etc.	are	determined

Argon dimer

Lennard-Jones	PotenBal

The	Lennard-Jones	potenDal	is	really	
only	applicable	to	noble	gases	

(no	bonding,	only	van	der	Waals	aUracDon)

⇒	There	is	only	one	Lennard-Jones	material



• SomeDmes,	the	repulsive	1/r12	term	of	the	Lennard-Jones	potenDal	is	too	steep	
• The	Buckingham	potenDal	employs	a	sorer	repulsive	potenDal

Born-Mayer/Buckingham	PotenBal

V (r) = A · exp(�B · r)� C

r6
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P.	M.	Morse,	Diatomic	molecules	according	to	the	wave	mechanics.	II.	Vibra@onal	levels.	Phys.	Rev.	34,	57	(1929).

Morse	PotenBal	for	Diatomic	Molecules

Proposed	by	Morse	in	1929	for	the	
potenDal	energy	of	a	diatomic	molecule
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Morse	potenDal	highly	accurate	compared	to	
harmonic	(P2)	and	quarDc	(P4)	potenDal.

Morse Potential for Stretching of C-H in CH4 
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Bond	Stretching	in	Methane

How	far	from	equilibrium	do	we	need	the	
potenDal	to	be	accurate?	
• 1	kcal/mol	corresponds	to	43	meV	or	503	K	
• PotenDal	needs	to	be	accurate	only	close	
to	the	minimum



Start	with	pair	potenBals	with	Coulomb	interacBons	
• Buckingham	plus	electrostaDc	Coulomb	term	

Include	polarizaBon	of	ions	
• Electric	field	from	other	ions	induces	a	dipole	moment	

• Shell	model	

‣ Describe	the	ion	core	and	the	electron	shell 
separately	as	two	parDcles	connected	by	a	spring	

‣ Spring	constant	between	core	and	shell 
corresponds	to	polarizability

V (r) = A · exp
�
� r

B

⇥
� C

r6
⇧ ⌅⇤ ⌃

Buckingham

+
q1 · q2

r⇧ ⌅⇤ ⌃
Coulomb

PotenBals	for	Charged	Systems



• Pair	PotenDals	“count”	bonds	but	do	not	take	into	account	their	organizaDon	
⇒		Similar	energy	for	a	triangle	of	three	atoms	versus	chain	of	four	

• Tendency	to	form	close-packed	structures	such	as	bcc	and	hcp	
- Difficult	to	stabilize	diamond-cubic	structure	of	Si	with	pair	potenDal	
- Silicon	undergoes	a	series	of	structural	phase	transiDons 
(from	tetrahedral	to	β-Dn	to	simple	hexagonal	to	fcc)	under	pressure	

- Small	energy	differences	between	these	structures	
- Cohesive	energy	nearly	independent	of	coordinaDon	number

LimitaBons	of	Pair	PotenBals



Silicon Crystal Phases

Compression
16 GPa 36 GPa 42 GPa 79 GPa

Si(I) diamond
Z=4

11 GPa 13 GPa

Si(II) −tinβ
Z=6

Si(V) hexagonalSi(XI) Imma
Z=6 Z=8 Z=10

Si(VI) orthorhombic Si(VII) hcp
Z=12 Z=12

Si(X) fcc

Decompression

Si(XII) R8 Si(IV) hex. diamond
Z=4Z=4

Si(III) BC−8
Z=6
β−tinSi(II)

9 GPa >480 K

Slow pressure release

Z=4

2 GPa

Fast pressure release

Si(VIII) and Si(IX) tetragonal

Under pressure silicon displays 12 crystal phases with a steady increase

of coordination and a transition from insulating to metallic.

Silicon	Phases



The	assumpDon	of	a	pair	potenDal	determines	a	variety	of	properDes
Crystal Ecoh/kBTm Evac/Ecoh C12/C44

Pair	poten@al
Lennard-Jones 13 ∼1 1
Noble	gases

Ar 11 0.95 1.1
Kr 12 0.66 1

fcc	metals
Ni 30 0.31 1.2
Cu 30 0.37 1.6
Pd 25 0.36 2.5
Ag 27 0.39 2
Pt 33 0.26 3.3
Au 34 0.23 3.7

LimitaBons	of	Pair	PotenBals

Ratio between Ecoh and kBTm 
is about 30 in metals and 10 
for pair potentials and noble 

gases

Ratio between the Evac and the Ecoh is 
between 1/4 and 1/3 in metals and 

about 1 in two-body systems (exactly 
1 if relaxations are neglected)

Cauchy ratio C12/C44  = 1 
for pair potentials. 

Deviations in metals are 
common.



Example:	Cohesion	in	Al	
• Energy	per	atom	for	a	variety	of	Al	structures	

• The	curve	is	fit	to	a	funcDon			E	=	E0	+	α	Z½	+	β	Z

Environment	Dependence	of	the	Binding	Energy

CoordinaDon	number	=	Number	of	bonds

Lack	of	environment	dependence	in	pair	potenBals	
• One	bond	does	not	know	about	the	others	
• This	is	in	contradicDon	with	both	experiments	and	
accurate	quantum	mechanical	calculaDons	
‣ For	pair	potenDals:	E	∝	Z	
‣ For	metals:	 			E	∝	√Z

Bonding gets weaker as more  
atoms surround the central atom



For	pair	potenBal	E	∝	Z	
• Cohesive	energy	per	atom:  
Each	Al	atom	has	12	bonds	and	each	bond	is	
shared	between	two	atoms	

• Pair	potenDals	–	12	bonds	are	broken	and	
removed	atom	is	placed	in	bulk

Cohesive	Energy	and	Vacancy	FormaBon	in	Al

�Evac = 12 · Ebond⇤ ⇥� ⌅
broken bonds

� 6 · Ebond⇤ ⇥� ⌅
bulk

= 6 · Ebond = Ecoh

Ecoh =
12 · Ebond

2
= 6 · Ebond

Remove	a	single	atom	and	place	it	in	bulk	posiBon	somewhere	else

For	metals	E	∝	√Z	
• Each	of	the	neighboring	atoms	changes	configuraDon	
number	from	12	to	11	

• Removed	atoms	is	again	placed	in	bulk

�Evac = 12 ·
�
c ·
⌅

12� c ·
⌅

11
⇥

�Evac

Ecoh
= 12 ·

⇤
1�

⌅
11⌅
12

⌅
⇤ 0.5

• Vacancy	energy	in	metals	lower	then	predicted	by	
pair	potenDals



Example:	Cohesion	in	Si	
• Cohesive	energy	has	a	maximum	for	4-fold	coordinated	diamond	structure	
• Energy	of	each	bond	decreases	with	increased	coordinaDon	number
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per bond

per atom

Silicon

Bond	strength	depends	
on	local	environment

Environment	Dependence	of	the	Binding	Energy

• Pair	potenDals	cannot	predict	crystal	structures	in	metals	or	
covalent	solids		

• For	example,	the	fcc-bcc	energy	difference	requires	four-
body	interacDons

• Bond	strength	depends	on	local	environment	
‣ Either	through	angular	dependence	with	other	bonds	
‣ Or	through	dependence	on	number	of	other	bonds,	
e.g.	bond-order	

• This	limits	the	transferability	of	pair	potenDals	
• FiUed	for	one	parDcular	coordinaDon	environment	they	
can	not	be	used	without	significant	error	for	other	
coordinaDon	(e.g.	fit	to	bulk	but	use	on	surface)	

• Fiang	to	all	environments	simultaneously	only	“averages”	
the	error
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Non-linearity

How	to	Overcome	Deficiencies	of	Pair	PotenBals

• Include	effect	of	other	atoms	on	bond	
• Energy	as	a	non-linear	funcDon	of	
coordinaDon	

• Pair	funcBonals	include	effecDve	
medium	potenDals

• Include	three-body	terms	(angular	
dependent	forces)	and	four-body	terms	

• Cluster	potenBals	include	many-body	
terms	

• Cluster	funcBonals	combine	both

E =
X
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i

X

j>i
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Ecoh =
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Embedding energy
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V (Rij)
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Pair potential
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i j

Idea:	
• Energy	of	an	atom	depends	non-linearly	on	the	surrounding	atoms	(number	and	distance)	
• E	=	f(number	of	bonds)	where	f	is	a	non-linear	funcDon		⇒	Energy	funcBonals

Embedded	Atom	PotenBals	(EAM)

• Use	either	analyDc	or	tabulated	embedding	funcDon	
• Tabulated	form	computaDonally	efficient,	use	of	cubic	splines	
• Oren	the	embedding	funcBon	is	fit	to	the	equaDon	of	state 
(Energy	versus	volume)

• Use	electron	density	as	a	measure	of	the	surrounding	atoms



Physics	Concept	
• Bonding	energy	(embedding	energy)	due	to	electron	delocalizaDon		
• As	electrons	spread	out	more,	their	kineDc	energy	decreases	
• When	an	impurity	is	put	into	a	metal	its	energy	is	lowered	because	its	electrons	can	delocalize	
into	the	solid		

• The	embedding	density	(electron	density	at	the	embedding	site)	is	a	measure	of	the	number	of	
states	available	to	delocalize	onto  
⇒	Many	body	effect

Embedded	Atom	PotenBals	(EAM)

Other	effecBve	medium	theories	
• EAM	is	similar	to	many	other	effecDve	medium	theories	
• Other	theories	differ	in	the	“non-linearity”	used	or	the	measure	of	“embedding	density”	
• Glue	model	(Ercollesi,	Tosaa	and	Parrinello)	
• Finnis-Sinclair	PotenDals	
• Equivalent	Crystal	Models	(Smith	and	Banerjee)



• Phonon	dispersion	for	fcc	Ni	
• Importance	of	checking	the	accuracy	
of	empirical	potenDal	models	

• The	NRL	potenDal	is	very	accurate	
while	the	Voter&Chen	potenDal	
overesDmates	the	frequencies
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Accuracy	of	EAM	PotenBals	for	Phonons



Element EAM Experiment

Cu 1340 1358

Ag 1170 1234

Au 1090 1338

Ni 1740 1726

Pd 1390 1825

Pt 1480 2045

MelBng	points
Structure	of	liquid	Ag	at	1270	K.		The	
solid	line	is	from	EAM	simulaDons	and	
the	dots	are	experimental	results.

Accuracy	of	EAM	PotenBals	for	Liquids



Grain	boundary	in	Al	
• Comparison	of	theory	and	experiment	
for	a	grain	boundary	in	Al.	

• The	high-resoluDon	TEM	image	of	Dlt	
boundary	is	overlaid	with	an	inset	of	
the	simulated	structure	predicted	by	
an	EAM	potenDal

Accuracy	of	EAM	PotenBals	for	Grain	Boundaries



• Expansion	of	energy	in	terms	of	clusters	of	atoms	
• Two,	three,	and	four-body	and	higher	order	terms	

Pair 

potentials

Cluster 

potentials

Pair 

functionals

Cluster 

functionals

Many-body

Non-linearity
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V3(Ri,Rj ,Rk) + . . .

Many-Body	PotenBals



Types	of	interacBons	of	interacBons	considered	
• Four	common	components	of	energy	models	describe	

1.	Bond	stretching	
2.	Bond	bending
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InteracBons	in	Many-Body	PotenBals

3.	Bond	rotaDon	
4.	ElectrostaDc	and	non-bonding	interacDons



• SDllinger-Weber	potenDal	

• Reproduces	Si	properDes	such	as	2×1	reconstrucDon	of	Si(100)	but	not	7×7	reconstrucDon
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Example:	3-Body	PotenBal	for	Silicon
• Coordinates	Ri,	Rj	and	Rk	can	be	replaced	by	Ri	–	Rj,	Rk	–	Rj	and	θijk	
• Tetrahedral	coordinaDon:	
‣ Bond	angle	of	θ0	=109.5°	and	bond	distance	of	2.35Å

• Possible	choices	are		K	(θ-θ0)2		or		K	(cos	θijk	+1/3)2

E =
1
2

N⇤

i,j=1

V (Rij) +
N⇤

i,j,k=1

g(Rij) g(Rkj)
�

cos �ijk +
1
3

⇥2



DisBnguish	between	bonded	and	non-bonded	interacBons	

(1) Ethane	H3C–CH3	

- Torsion	of	C–C	bond	
- Staggered	versus	eclipsed	configuraDon  
has	different	energy	

- Requires	four-body	potenDal	

(2) Ethene	H2C=CH2	

- Double	bond	between	C=C	has	different	strength 
than	single	bond	C–C	in	ethane	

- Requires	cluster	funcDonal	or	different	potenDals 
for	sp,	sp2,	and	sp3	carbon	

• Changes	in	coordinaDon	are	done	by	changing	the	potenDal	

• Examples:	AMBER,	CHARMM,	MM3

Vtorsion = K · cos(3�)

PotenBals	for	Organic	Molecules



• Sum	of	many-body	and	Coulomb	terms	
• Can	handle	bond	breaking	and	formaDon

ReacBve	Force	Field	PotenBals	(COMB	and	ReaxFF)

parameterisations and development branches’ outline the
currently employed method and available parameter sets,
respectively. Comparisons with other reactive potentials available
in the literature are briefly discussed in ‘Comparison to similar
methods’. Examples of various ReaxFF applications are provided in
‘Applications of ReaxFF’, with emphasis placed on demonstrating
the breadth of systems that can be modelled with the method.
Finally, plans for future extensions and improvements are
discussed in ‘Future developments and outlook’.

DEVELOPMENT OF THE ReaxFF METHOD
History of ReaxFF development
The current functional form of the ReaxFF potential, best
described in the Chenoweth et al.2 hydrocarbon combustion
work (herein referred to as 2008-C/H/O),2 has demonstrated
significant transferability across the periodic table. It is important
to note, however, that the 2008 functional form is different from
the original 2001 ReaxFF hydrocarbon description,1 as well as from
the 2003 extension to silicon and silica.3 Although conceptually
similar to the current 2008-C/H/O functional form, the 2001
hydrocarbon description employed the same dissociation energy
for C–C single, double and triple bonds. This approach was
reasonable for hydrocarbons, but could not be extended to treat
Si–O single and double bonds. As such, the 2003 Si/O/H extension
required separate parameters describing single-, double- and
triple-bond dissociation. Furthermore a lone-pair energy term was
introduced to handle formation and dissociation of oxygen
lone-pairs. The 2003 Si/O functional form was further augmented
by a three-body conjugation term introduced to handle −NO2
group chemistry in nitramines, where a triple-bond stabilisation
term was added to improve the description of terminal triple
bonds. This led to the 2003–2005 ReaxFF description for the RDX
high-energy material employed by Strachan et al.4,5 to study RDX
initiation.
Since 2005, the ReaxFF functional form has been stable,

although optional additions, such as angular terms to destabilise
Mg–Mg–H zero-degree angles6 or double-well angular terms
necessary for describing aqueous transition metal ions,7 have
occasionally been added to the potential. Goddard and co-
workers implemented an additional attractive van der Waals term
to improve performance for nitramine crystals (ReaxFF-lg).8 This
concept, however, was not made transferable with previous or
later ReaxFF parameter sets. The 2005 functional form developed
for RDX is the current version of ReaxFF distributed by the van
Duin group (commonly referred to as ‘standalone ReaxFF’), as well
as integrated in the open-source LAMMPS code,9 supported
through Nanohub, (http://www.nanohub.org) and available
through the PuReMD (Purdue Reactive Molecular Dynamics)
code.10–12 Apart from these open-source distributions, the ReaxFF
method is also integrated in ADF13 (released by SCM (http://www.
scm.com)) and in Materials Studio (released under license by
Accelrys (http://www.accelrys.com)). The pre-2005 ReaxFF para-
meter sets, including the aforementioned 2001-C/H,1 2003-Si/O,3

and 2004-Al/O14 descriptions, are not supported by any codes
curated by the van Duin group or its collaborators. The materials
described by the three pre-2005 ReaxFF parameterisations are
equally, if not better, described by later parameterisations. The
2008-C/H/O parameter set was trained against the entire 2001-C/H
training set, while the 2010 and 2011 Si/O/H parameterisations
(Fogarty et al.15 on the ‘aqueous branch’ and Neyts et al.16 on the
‘combustion branch’) were validated against the full 2003-Si/O/H
training set. Finally, the 2008-Al/H ReaxFF description, and later
applications to aluminium oxides and aluminosilicates,17–23 fully
contain and extend the 2004-Al/O description. We are aware of
other ReaxFF implementations, often developed by individual
scientists based on the 2008-C/H/O formalism. Given the

complexity of the ReaxFF functional form, it is advisable to
validate ReaxFF implementations against the standalone ReaxFF
code prior to applying them in production-scale simulations.

Current ReaxFF methodology
The currently implemented form of the ReaxFF potential is
described in detail in a recent article,24 and therefore here we only
provide a brief overview of the method’s central concepts. ReaxFF
employs a bond-order formalism in conjunction with polarisable
charge descriptions to describe both reactive and non-reactive
interactions between atoms (Figure 1). This allows ReaxFF to
accurately model both covalent and electrostatic interactions for a
diverse range of materials. Energy contributions to the ReaxFF
potential are summarised by the following:

Esystem ¼ Ebond þ Eover þ Eangle þ Etors þ EvdWaals þ ECoulomb

þ ESpecific: ð1Þ

Ebond is a continuous function of interatomic distance and
describes the energy associated with forming bonds between
atoms. Eangle and Etors are the energies associated with three-body
valence angle strain and four-body torsional angle strain. Eover is
an energy penalty preventing the over coordination of atoms,
which is based on atomic valence rules (e.g., a stiff energy penalty
is applied if a carbon atom forms more than four bonds).
ECoulomb and EvdWaals are electrostatic and dispersive contributions
calculated between all atoms, regardless of connectivity and
bond-order. ESpecific represents system specific terms that are
not generally included, unless required to capture properties
particular to the system of interest, such as lone-pair, conjugation,
hydrogen binding, and C2 corrections. Full functional forms can be
found in the Supplementary Information of the 2008-C/H/O
publication.2

Figure 1. (a) Overview of the ReaxFF total energy components and
(b) elements currently described in available parameter sets.
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parameterisations and development branches’ outline the
currently employed method and available parameter sets,
respectively. Comparisons with other reactive potentials available
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• Similar	form	to	EAM	with	modified	density	funcDon
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• Angular	force	terms	parDcularly	important	for	early	transiDon	metal	elements	and	covalent	
bonded	systems	

• ApplicaDons	of	EAM	to	Si,	Ti	and	refractory	metals
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Recent	Advances	in	Empirical	Energy	Models
Gaussian	ApproximaBon	PotenBals	developed	by	Bartók	and	Csányi	
• Create	database	of	various	atomic	configuraDons	
• Decompose	the	energy	of	these	configuraDons	into	sum	of	atomic	energies		
• For	new	configuraDon,	determine	the	energy	of	each	atom	by	using	a	funcDon	ε(qi)	of	local	atomic	
neighborhood	structure,	structure	represented	by	qi	

• The	energy	funcDon	ε(qi)	is	expanded	in	a	basis	set	

• The	kernel	K(qj,	q)	measures	the	similarity	between  
two	different	environments

More	on	this	and	neural	network	potenBals	in	Workshop	III

PHYSICAL REVIEW B 90, 104108 (2014)

Accuracy and transferability of Gaussian approximation potential models for tungsten

Wojciech J. Szlachta, Albert P. Bartók, and Gábor Csányi
Engineering Laboratory, University of Cambridge, Trumpington Street, Cambridge CB2 1PZ, United Kingdom
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We introduce interatomic potentials for tungsten in the bcc crystal phase and its defects within the Gaussian
approximation potential framework, fitted to a database of first-principles density functional theory calculations.
We investigate the performance of a sequence of models based on databases of increasing coverage in configuration
space and showcase our strategy of choosing representative small unit cells to train models that predict properties
observable only using thousands of atoms. The most comprehensive model is then used to calculate properties
of the screw dislocation, including its structure, the Peierls barrier and the energetics of the vacancy-dislocation
interaction. All software and raw data are available at www.libatoms.org.

DOI: 10.1103/PhysRevB.90.104108 PACS number(s): 65.40.De, 31.50.−x, 34.20.Cf, 71.15.Nc

Tungsten is a hard, refractory metal with the highest melting
point (3695 K) among metals, and its alloys are utilized
in numerous technological applications. The details of the
atomistic processes behind the plastic behavior of tungsten
have been investigated for a long time, and many interatomic
potentials exist in the literature reflecting an evolution, over
the past three decades, in their level of sophistication, starting
with the Finnis-Sinclair (FS) potential [1], embedded atom
model (EAM) [2], various other FS and EAM parametrizations
[3–6], modified embedded atom models (MEAMs) [7–10],
and bond order potentials (BOPs) [11–13]. While some of
these methods have been used to study other transition metals
[14–16], there is renewed interest in modeling tungsten due to
its many high-temperature applications—e.g., it is one of the
candidate materials for plasma facing components in the JET
and ITER fusion projects [17–19].

A recurring problem with empirical potentials, due to
the use of fixed functional forms with only a few adjustable
parameters, is the lack of flexibility: when fitted to repro-
duce a given property, predictions for other properties can
have large errors. Figure 1 shows the basic performance of
the BOP and MEAM, two of the more sophisticated potentials
that reproduce the correct screw dislocation core structure,
and also the simpler FS potential,1 all in comparison with
results of density functional theory (DFT). While the figure
emphasizes fractional accuracy, we show the corresponding
absolute numerical values in Table I. The BOP is poor in
describing the vacancy but is better at surfaces, whereas the
MEAM is the other way around. While this compromise
can sometimes be made with good judgment for specific
applications, many interesting properties, particularly those
that determine the material behavior at larger length scales,
arise from the competition between different atomic-scale
processes, which therefore all need to be described equally
well. For example, dislocation pinning, depinning, and climb
involve both elastic properties and core structure, as well as
the interaction of dislocations with defects. Ways to deal with
this problem include use of multiple levels of accuracy as in
quantum mechanics/molecular mechanics [20] or allowing the
parameters of the potential to vary in time and space [21].

1Rescaled to the DFT lattice constant and bulk modulus.

Here we describe a milestone in a research program aimed at
creating a potential that circumvents the problem of fixed func-
tional forms. The purpose of the present work is twofold. First,
we showcase the power of the nonparametric database-driven
approach by constructing an accurate potential and using it
to compute atomic-scale properties that are inaccessible to
DFT due to computational expense. Second, while there has
been vigorous activity recently in developing such models,
most of the attention has been focused on the interpola-
tion method and the neighborhood descriptors (e.g., neural
networks [22–24], Shepherd interpolation [25,26], invari-
ant polynomials [27–29], and Gaussian processes [30–34]);
rather less prominence was given to the question of how
to construct suitable databases that ultimately determine the
range of validity of the potential. Our second goal is therefore
to study what kinds of configurations need to be in a database
so that given material properties are well reproduced. A larger
database costs more to create and the resulting potential is
slower, but can be expected to be more widely applicable, thus
providing a tunable trade-off between transferability, accuracy,
and computational cost.

In our Gaussian approximation potential (GAP) framework
[30,31], the only uncontrolled approximation is the one
essential to the idea of interatomic potentials: the total energy
is written as a sum of atomic energies,

E =
∑

i

ε(q̂i), (1)

with ε a universal function of the atomic neighborhood
structure inside a finite cutoff radius as represented by the
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FIG. 1. (Color online) Fractional error in elastic constants and
defect energies calculated with various interatomic potentials, as
compared to the target DFT values.
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Data	for	opBmizaBon	of	potenBal	parameters	
• ProperDes	of	crystals,	defects,	liquids	
‣ Crystal	structures	and	energy	differences		
‣ Laace	constants,	cohesive	energy,	equaDon	of	state		
‣ ElasDc	coefficients,	phonon	frequencies,	and	forces		
‣ Point	defect	structures	and	energies,	surface	energies,	and	relaxaDon	

OpBmizaBon	methods	
• OpDmizaDon	using	simulated	annealing,	parallel	tempering,	geneDc	algorithms,	etc.	
• Parameters	usually	loose	the	parDcular	physical	meaning	of	the	analyDc	form	
• It	is	crucial	to	test	the	transferability	and	accuracy	of	the	potenDal	on	data	that	was	not	in	the	fit	
• Empirical	potenDals	have	the	tendency	to	lead	to	unexpected	behavior	in	parts	of	phase	space 
such	as	energy	divergencies	and	unphysical	roughness	of	landscape	

• Fiang	a	potenDal	is	an	art	form	and	requires	a	lot	of	experience	

⇒	Clear	need	for	improved	methods

OpBmizaBon	of	Model	Parameters



EvaluaBon	of	Empirical	PotenBals	
Comparison	between	potenBals:		
• Most	potenDals	result	in	similar	staDc	properDes	
• Note,	that	they	are	oren	fit	to	staDc	properDes	
• Problems	usually	occur	for	dynamics	properDes	
(forces,	phonons)	and	defect	properDes

For	metals		
• Bond	energy	depends	on	the	number	of	
bonds	already	made	to	an	atom	

• This	effect	is	absent	in	pair	potenDals,	
which	are	environment-independent	

• Hence,	whenever	bond-breaking	is	
involved,	the	result	of	a	potenDal	model	
should	be	interpreted	cauDously

For	organic	molecules	
• Very	good	potenDals	have	been	fit	to	C-H	and	C-C	
bonds	in	various	bonding	arrangements	(AMBER,	
CHARMM,	MM3,	MMFF94)	

• These	can	be	used	to	model	conformaDonal	
arrangements	of	polymeric	systems	(where	no	
bond-breaking	is	involved)

For	oxides	
• In	highly	ionic	oxides,	qualitaDvely	reasonable	
results	can	be	expected	with	empirical	potenDal	
models	(+	electrostaDc	energy)	

• Accuracy	is	mainly	limited	by	the	oxygen	
“breathing”	effect	

• The	more	covalent	the	oxide,	the	more	difficult	
it	will	be	to	find	potenDals	that	reproduce	the	
materials	behavior	in	a	wide	range	of	
environments	

• Shell	polarizaDon	is	essenDal	in	low	symmetry	
environments



Should	at	least	use	a	tesBng	dataset	to	esBmate	uncertainty	
• TesDng	datasets	of	similar	properDes	as	fiang	dataset	
• Can	also	contain	more	expensive	data	such	as:	
‣ MelDng	points	
‣ Thermal	expansion	
‣ Thermal	conducDvity	
‣ Phase	transiDon	pressures	
‣ Rates	
‣ …	

• 	These	require	MD	simulaDons	and	are	less	suitable	for	fiang	database

ValidaBon	of	Empirical	Energy	Models



ValidaBon	of	energy	landscapes	
• Goal:	IdenDfy	unphysical	minima	where	the	potenDal	fails	
• Strategy:	Explore	configuraDon	space	using	global	opDmizaDon	methods	
• Methods:	
‣ Simulated	annealing,	parallel	tempering	MD	
‣ Basin	hopping	
‣ EvoluDonary	algorithms	
‣ …

ValidaBon	of	Empirical	Energy	Models



Example	1:	Mo	MEAM	potenBal	
• Comparison	of	empirical	potenDal	with  
density-funcDonal	theory	

• Modified	embedded-atom	model	for	Mo	
• Perform	GASP	search	with	LAMMPS	
• Calculate	DFT	energy	of	newly	found	structures	
• PotenDal	reproduces	the	ground	state	and  
all	low-lying	minima	

• Provides	confidence	in	accuracy	of	the	potenDal

ValidaBon	of	Empirical	Energy	Models

Phys. Rev. B 85, 214121 (2012)



Example	2:	TesBng	of	Al-Cu-Zr	EAM	potenBal

ValidaBon	of	Empirical	Energy	Models

EAM	energies	of  
GA	ground	states							

DFT	energies	of	
GA	ground	states

DFT	energies	of  
expt	ground	states						

EAM	energies	of  
expt.	ground	states						

Ternary	phase	diagram	search	is	a	hard	problem		
Fidng	a	good	potenBal	is	as	well
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Example	2:	Li-S	system	
• Three	ground	state	phases:	Li,	Li2S,	S	
• Li	monosulfide,	LiS,	reported	by	Thomas	and	Jones	in	1929	
• ReaxFF	potenDal	fiang	and	evoluDonary	algorithm	tesDng	(van	Duin	et	al.)	
• Unphysical	structure	from	first	search	were	used	in	fit	to	improve	potenDal

ValidaBon	of	Empirical	Energy	Models
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Open	QuesBon

How	can	we	effecDvely	employ	energy	models	
as	surrogate	models	for	energy	landscapes?

How	should	we	select	the	opDmal	funcDonal	form 
of	an	energy	model	for	a	given	materials	system?

How	should	we	choose	a	fiang	data	sets	for	
parameter	opDmizaDon	that	minimizes	the	

errors	on	the	model	predicDons?
How	can	we	idenDfy	tradeoffs	between	
conflicDng	model	predicDons	for	a	given	

funcDonal	form	of	the	model?


