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“Big bang” in the laboratory 
§  We gain insight by colliding particles at the highest energies 

possible to measure: 
•  Production rates  
•  Masses & lifetimes 
•  Decay rates 

§  From this we derive the “spectroscopy” as well as the 
“dynamics” of elementary particles. 

§  Progress is made by going to higher energies and brighter 
beams. 
•  Higher energies allow higher mass particles to be produced  
•  Brighter beams allow rarer phenomena to be probed 

›  brighter beams means more collisions per event => more complex events 
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CERN: A UNIQUE ENVIRONMENT 
TO PUSH TECHNOLOGIES  
TO THEIR LIMITS 
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In its 60 year life CERN has made some of the 
important discoveries in particle physics 
•  Observation of the W and Z Bosons 
•  The number of neutrino families 
•  The Higgs  Boson Discovery 

Maria Girone – CERN openlab CTO – Computing Frontiers 2016  



CERN – Where the Web was Born 
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The Large Hadron Collider (LHC) 
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Maria Girone – CERN openlab CTO – Computing Frontiers 2016  



The CMS Experiment 
•  80 Million electronic channels 

x 4 bytes 
x 40MHz 
----------------------- 
~ 10 Petabytes/sec of information 
x 1/1000 zero-suppression 
x 1/100,000  online event filtering 
------------------------ 
~ 1000 Megabytes/sec raw data to tape 
50 Petabytes of data per year 
written to tape, incl. simulations. 

•  2000 Scientists (1200 Ph.D. in physics) 
–  ~ 180 Institutions 
–  ~ 40 countries 

•  12,500 tons, 21m long, 16m diameter 



CERN Computer Centre  (Tier-0):  
Acquisition, First pass reconstruction, Storage & Distribution 

ALICE 1.25 GB/sec 
(ions) 

ATLAS ~320 MB/sec 

CMS ~220 MB/sec 

LHCb ~50 MB/sec 

2015: ~700 MB/sec 

2015: ~1 GB/sec 

2015: ~4GB/sec 2015: ~600 MB/sec 



A Needle in a Haystack 
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Data Mining 
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Selecting a new physics event at LHC is like 
choosing 1 grain of sand in 20 volley ball courts 



1 PB/s of data generated by the detectors 
Up to 100 PB/year of stored data 

 
A distributed computing infrastructure 

of half a million cores working 24/7 
An average of 40M jobs/month 

 
An continuous data transfer rate of 6 GB/s 
(600TB/day) across the Worldwide LHC 

Grid (WLCG) 
14 

A sample equivalent to the 
accumulated data/simulation 
of the 10 year LEP program is 
produced 5 times a day 

Would put us amongst the 
top Supercomputers if 
centrally placed 

More than 100PB moved 
and accessed by 10k 
people  
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LHC	Disk	and	Tape	Storage	
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	LHC	Compu7ng	Scale	

Maria Girone – CERN openlab CTO – Computing Frontiers 2016  



Global	Distribu8on	

10/29/15 15 

Largest national contribution is only 24% of total resources. 

DIBS'15 

Open Science Grid 



OSG	since	Incep8on	

Accounting was not available at inception 

80 Million hours/month 

40 Million hours/month 

2010 2015 

120 Million hours/month 

ATLAS 

CMS 

The Large Hadron Collider Experiments ATLAS & CMS  
operate on a 180,000 core distributed infrastructure in the US alone 



Big Data Analytics 



Data Analytics at the LHC 
Data Analytics (DA) is the science of examining raw data with the 
purpose of drawing conclusions about that information 
§  This is a complicated series of steps at the LHC (Run2) 
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Data to Manage 
§  Datasets => distributed globally 
§  Calibration Releases => distributed globally 
§  Software Releases => distributed globally 

§  A typical physicist doing data analysis  
•  uses custom software & configs on top of a standardized 

software release 
•  re-applies some high level calibrations 
•  does so uniformly across all datasets used in the analysis.  



Software & Calibrations 

§  Both are distributed via systems that use 
Squid caches. 

§  Calibrations: 
•  Frontier system is backended by an Oracle DB 

§  Software: 
•  CVMFS is backended by a filesystem 

§  Data distribution achieved via globally 
distributed caching infrastructure. 



Calibration Data 
For details see e.g.: 

“Operational Experience with the Frontier System in CMS” 
Journal of Physics: Conference Series 396 (2012) 052014 

doi:10.1088/1742-6596/396/5/052014 



Frontier System Architecture 
Application 

Squid@cluster 

Infrastructure @ CERN 
~ 5 Million requests  

per day serving 
~ 40GB of data 

Infrastructure at 
~ 100 clusters globally 

~ 1 Billion requests 
per day in aggregate 
~ 40TB of data per day 



Software Distribution 
For details see e.g.: 

“The need for a versioned Analysis Software Environment” 
arXiv:1407.3063 [cs.SE] 
and references therein. 

 
 



Software @ LHC 

~1/4 of the CMS collaboration, 
scientists and engineers, 

contributed to the common  
source code of ~3.6M C++ SLOC. 

Grid Libraries
System Libraries
OS Kernel

20 M
LOC

High Energy Physics
Libraries

5 ML
OC

Experiment
Software Framework

4 ML
OC

Individual
Analysis Code

0.1 M
LOC
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Figure 1. The high-energy physics software stack of an LHC
experiment.

2) The more specialized the software, the closer be-
comes the number of users as compared to the
number of developers. 100 kLOC of “individual
analysis code” (Figure 1) has a ratio of users
per developer of 1. Subtle deployment problems,
such as build system errors, hidden library depen-
dencies, or missing “includes”, however, require
a large user base to be discovered. Moreover,
only a large user base provides the incentive for
the mundane tasks involved in fixing deployment
problems.

3) Scientific software changes quickly. Table I shows
that major releases of the software frameworks
of large LHC experiments are created weekly or
bi-weekly. Smaller patches and tags of individual
analysis code are published and deployed on a
daily basis. For the daily work of researchers,
scientific software is a moving target and the result
of a lengthy installation effort can easily be an
outdated system.

The typical first step in validating and refining a data
analysis is to replicate the data analysis environment of
the original publication. The effort to create a usable
data analysis environment is substantial. The researcher
needs to setup the same operating system, compilers,
tools, and libraries that were used in the original analysis
which might have become outdated and unavailable in
the meantime. Not all dependencies are clearly specified
but they are often untracked or implicitly specified as
part of possibly unversioned build system scripts. This
is not a particular problem of scientific software but
rather a problem of scale; fighting such problems is well-

Releases
Shared libraries
and plug-ins
per release

ATLAS 19 3900
CMS 40 2200
ALICE 49 210

Table I
LHC EXPERIMENT RELEASE STATISTICS FOR 2013. THE LHCB
EXPERIMENT IS MISSING BECAUSE ITS FRAMEWORK IS NOT
RELEASED AS A WHOLE BUT AS INDIVIDUAL SUB-PROJECTS.

known in the communities that maintain Linux software
repositories.
Unfortunately, modern software engineering practices

amplify the problem of deployment. Rather than building
monolithic systems, modern software engineering fosters
small, pluggable buildings blocks that can be connected
and configured to act as a coherent system. The software
for the LHCb experiment at the LHC, for instance,
comprises some 40 sub-projects with their own devel-
opment teams and release plans. The knowledge about
the inter-dependencies of these projects is not entirely
automatically tracked. Some of the knowledge about
which project versions need to be used together in which
configuration is only captured in the role of software
librarians (human beings) or spread over numerous wikis
and web pages.

III. A TIME MACHINE FOR THE DATA ANALYSIS
ENVIRONMENT

In an attempt to capture an entire, usable data analysis
environment, we started to look into hardware virtual-
ization. Unfortunately, virtualization introduces a new
problem, that of keeping track and distributing hard disk
images. With many gigabytes of software that changes
daily and that needs to be deployed across a world-
wide distributed computing infrastructure, the traditional
image building and deployment process becomes pro-
hibitively expensive.
To solve the problem, we developed CernVM-FS, a

distributed file system that is optimized for software
delivery [5]. In CernVM-FS, software is installed only
once on a central server. Data are distributed to clients
through HTTP using a global network of caching web
proxies. The file system is designed for the character-
istics of software: small files, high meta-data request
rate, a high level of redundancy, and a small working
set of files for every particular client. CernVM-FS is
based on content-addressable storage and hash trees
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Software is a team sport 



CVMFS Architecture 
CernVM 2 /
Standard SL5
Worker Node

CernVM-FS

SL5 Kernel
Fuse

Hierarchy of
HTTP Caches

Linux
File System Buffers

1 GB
CernVM-FS Cache

least-recently-used replacement

10 GB
Single Release

(all releases available)

Figure 1. Software releases are published in the form of a CernVM-FS repository on a standard
HTTP server. The CernVM-FS Fuse module downloads files and meta data on first access. By
the aid of a local cache, CernVM-FS reduces the server load, gains performance, and supports
disconnected operations.

de-duplication, exploitation of kernel-level file system caches, and reliable transport of data via
insecure and possibly untrusted HTTP proxy servers.

CernVM-FS is developed in the context of CernVM [2] but it has shown to be useful outside
CernVM on physical machines as well. By the end of 2010, CernVM-FS was transformed from
a feasibility study into a production system. The four large LHC experiments use it to deliver
experiment software and conditions data (ATLAS conditions data, planned for LHCb conditions
data) to CernVM users, ATLAS and LHCb experiments use it additionally for Grid sites.

2. Nature of LHC Experiment Software
LHC experiment software consists of many small files, as can be seen in Figure 2. We see 50% of
all regular files are smaller than 4KB, and 80% of all regular files are smaller than 16 KB. In the
first couple of months of LHC data-taking we saw weekly releases of experiment software with a
monthly data growth rate of about 106 files (105 in the repository) and 10-50GB (1-10GB in the
repository) per experiment. New releases do not render previous ones obsolete as analysis tasks
may be bound to specific software versions to preserve reproducibility. Between releases, as well
as inside a release, there are a lot of duplicate files. Over 40 releases of ATLAS software, for
instance, show some 8 million path names referencing only 1.6 million distinct files. Duplicates
occur, for instance, when the same external packages are copied from one release to another. As
experiments release their software by a small group of release managers, the number of clients
requiring write access is very small compared to the order of 105 potential read-only clients.
Hence we do not require a read-write distributed file system, but instead we provide means to
publish new and updated repositories and focus on the efficient read-only content delivery.

At runtime, each analysis job typically does not require all the experiment software but only
a small fraction of the files of a particular release. However, those few path names are subject
to a lot of system calls, in particular stat() calls (Table 1). Moreover we see lookups for
non-existing files in about the same order of magnitude as successful lookups. Lookups for non-
existing files occur, for instance, when the linker searches for libraries in a list of search paths.
Hence CernVM-FS caches negative responses. Running analysis jobs on the worker nodes in a
cluster might easily overload a shared software area [3]. This occurs even on parallel file systems,
such as pNFS and Lustre, because the bottleneck is on meta-data operations.

3. CernVM-FS Repositories
A CernVM-FS repository is created on a specially prepared release manager machine. When
new or updated releases are published, a single large directory tree containing the various releases
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2) The more specialized the software, the closer be-
comes the number of users as compared to the
number of developers. 100 kLOC of “individual
analysis code” (Figure 1) has a ratio of users
per developer of 1. Subtle deployment problems,
such as build system errors, hidden library depen-
dencies, or missing “includes”, however, require
a large user base to be discovered. Moreover,
only a large user base provides the incentive for
the mundane tasks involved in fixing deployment
problems.

3) Scientific software changes quickly. Table I shows
that major releases of the software frameworks
of large LHC experiments are created weekly or
bi-weekly. Smaller patches and tags of individual
analysis code are published and deployed on a
daily basis. For the daily work of researchers,
scientific software is a moving target and the result
of a lengthy installation effort can easily be an
outdated system.

The typical first step in validating and refining a data
analysis is to replicate the data analysis environment of
the original publication. The effort to create a usable
data analysis environment is substantial. The researcher
needs to setup the same operating system, compilers,
tools, and libraries that were used in the original analysis
which might have become outdated and unavailable in
the meantime. Not all dependencies are clearly specified
but they are often untracked or implicitly specified as
part of possibly unversioned build system scripts. This
is not a particular problem of scientific software but
rather a problem of scale; fighting such problems is well-

Releases
Shared libraries
and plug-ins
per release

ATLAS 19 3900
CMS 40 2200
ALICE 49 210

Table I
LHC EXPERIMENT RELEASE STATISTICS FOR 2013. THE LHCB
EXPERIMENT IS MISSING BECAUSE ITS FRAMEWORK IS NOT
RELEASED AS A WHOLE BUT AS INDIVIDUAL SUB-PROJECTS.

known in the communities that maintain Linux software
repositories.
Unfortunately, modern software engineering practices

amplify the problem of deployment. Rather than building
monolithic systems, modern software engineering fosters
small, pluggable buildings blocks that can be connected
and configured to act as a coherent system. The software
for the LHCb experiment at the LHC, for instance,
comprises some 40 sub-projects with their own devel-
opment teams and release plans. The knowledge about
the inter-dependencies of these projects is not entirely
automatically tracked. Some of the knowledge about
which project versions need to be used together in which
configuration is only captured in the role of software
librarians (human beings) or spread over numerous wikis
and web pages.

III. A TIME MACHINE FOR THE DATA ANALYSIS
ENVIRONMENT

In an attempt to capture an entire, usable data analysis
environment, we started to look into hardware virtual-
ization. Unfortunately, virtualization introduces a new
problem, that of keeping track and distributing hard disk
images. With many gigabytes of software that changes
daily and that needs to be deployed across a world-
wide distributed computing infrastructure, the traditional
image building and deployment process becomes pro-
hibitively expensive.
To solve the problem, we developed CernVM-FS, a

distributed file system that is optimized for software
delivery [5]. In CernVM-FS, software is installed only
once on a central server. Data are distributed to clients
through HTTP using a global network of caching web
proxies. The file system is designed for the character-
istics of software: small files, high meta-data request
rate, a high level of redundancy, and a small working
set of files for every particular client. CernVM-FS is
based on content-addressable storage and hash trees

Release Statistics for 2013: 



Dataset Distribution 
~ 50PB per year per experiment  



Dataset Distribution Strategies 
§  Managed Pre-staging of datasets to clusters 

•  managed based on human intelligence 
•  managed based on “data popularity” 

§  Data Transfer integrated with processing workflow 
•  determine popularity dynamically based on pending 

workloads in WMS. 
§  Remote file open & reads via data federation 
§  Dynamic caching just like for calibrations & software. 



ATLAS Data Total on Disk 
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Data managed across 130 storage clusters worldwide 

170 PB, 700M files on disk today 



http://arxiv.org/abs/1508.01443 

Any Data, Any Time, Anywhere: 
Global Data Access for Science 

… making the case for WAN reads. 
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Data Federation for WAN Reads 

Data Server 
XRootd 

Data Server 
XRootd 

Data Server 
XRootd 

Xrootd local  
Redirector 

Data Server 
XRootd 

Data Server 
XRootd 

Data Server 
XRootd 

Xrootd local  
Redirector 

Data Server 

XRootd 

Data Server 

XRootd 

Data Server 

XRootd 

Xrootd local  
Redirector 

Data Server 
XRootd 

Data Server 
XRootd 

Data Server 
XRootd 

Xrootd local  
Redirector … 

Many Clusters in US Many Clusters in EU 

… 
Xrootd US  
Redirector 

Xrootd EU  
Redirector 

Global  
Redirector 

Applications connect to local/regional redirector. 
Redirect upwards only if file does not exist in tree below. 

Minimizing WAN read access latency this way. 



HEADING TOWARDS THE FUTURE 
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LHC Schedule 

33 



LHC Run3 and Run4 Scale and Challenges  

§  Raw data volume for LHC increases 
exponentially and with it processing 
and analysis load 

§  Technology at ~20%/year will bring 
x6-10 in 10-11 years 

§  Estimates of resource needs at HL-
LHC  x10 above what is realistic to 
expect from technology with 
reasonably constant cost 

P
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CPU: 
•  x60 from 2016 

Data: 
•  Raw 2016: 50 PB à 2027: 600 PB 
•  Derived (1 copy): 2016: 80 PB à 2027: 900 PB Technology revolutions are needed 

to close the resource gap  
 



Relative Size of Things  

Our data and processing problems are ~1% the 
size of the largest industry problems 

Processing 
>  Amazon has more 

than 40 million 
processor cores in 
EC2 

Storage 
>  Amazon has 2x1012 unique user 

objects and supports 2M queries 
per second 

>  Google has 10-15 exabytes under 
management  

>  Facebook 300PB 
>  eBay collected and accessed the 

same amount of data as LHC Run1 
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Data Analytics to the Rescue ? 
§  How to make more effective use of the data collected is 

critical to maximise scientific discovery and close the 
resource gap 
•  There are currently ongoing projects in 

›  Accelerator system controls 
›  Data handling and quality optimizations 
›  Data reduction 
›  Optimized formats 
›  Investigations for machine learning for analysis and 

event categorization 

36 



 Data Analytics 
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§  The increase in data volume expected by the 
experiments in Run3 and Run4 changes the 
operations mode and opens up possibilities for 
analysis 
•  In ALICE and LHCb events will leave the detector 

essentially reconstructed with final calibrations 
›  Analysis can start immediately (maybe even 

online) 
•  ATLAS and CMS will both have much higher triggers 

and a desire to streamline analysis 
§  Interest to look at industry tools for improved 

data analysis 
•  SPARK, Hadoop, etc. 

§  Community building around analysis 
challenges, e.g.  
•  https://www.kaggle.com/c/flavours-of-physics 



Data Analytics 
§  The Data Quality Monitoring (DQM) is a key to 

delivering high-quality data for physics.  It is used 
both in the online and offline environments 
•  Currently involves scrutinizing of a large number of 

histograms by detector experts comparing them with a 
reference 

•  Aim at applying recent progress in Machine Learning 
techniques to the automation of the DQM scrutiny 

§  The LHC is the largest piece of scientific 
apparatus ever built 

•  There is a tremendous amount of real time monitoring 
information to assess health and diagnose faults 

•  The volume and diversity of information makes this an 
interesting application of big data analytics  
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 Data Analytics 
§  Use machine learning techniques to predict how data 

should be placed and processing resources scheduled 
in order to achieve a dramatic reduction in latency for 
delivering data samples to analysts  

§  Design a system capable of using information about 
resource usage (disk access, CPU efficiency, job 
success rates, data transfer performances, and more) 
to make more automated decisions about resource 
allocation 
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 Data Analytics 
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§  Investigate the possibility of performing real-
time event classification in the high-level 
trigger systems of LHC experiments 
•  Extract information from events that would 

otherwise be rejected  

§  Uncategorized events might potentially be 
the most interesting, revealing the presence 
of new phenomena in the LHC data 
•  Event classification would allow both a more 

efficient trigger design and an extension of the 
physics program, beyond the boundaries of the 
traditional trigger strategies 
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Engagement with Industry 
§  Industry has focused on improving data analytics techniques 

to solve large scale industrial problems and analyzing social 
media data  
•  Has provided a common ground for developments and 

activities with industry 
›  Leaders in the area of big data, machine learning and data 

analytics  
›  High Energy Physics has long been a leader in data analysis 

and data handling, but industry has closed the gap in this area  

41 



Summary and Outlook 
§  The LHC today operates a globally distributed 500,000 X86 core 

infrastructure ingesting more than 100PBytes per year. 
§  The LHC is planning to dramatically increase the volume and 

complexity of data collected by Run3 and Run4 
•  This results in an unprecedented computing challenge in the field 

of High Energy Physics 
§  Meeting this challenge within a realistic budget requires rethinking 

how we work 
•  Need to shrink computing needs by roughly x10 over naïve 

extrapolations of what we do today. 
•  Turning to industry and other sciences for improvements in data 

analytics  
›  Data reduction and automated analysis through machine learning techniques 

need to be investigated  
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