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Sparsitylnspired Models > Deeplearning

Another underlying idea that will accompany us
Generative modeling of data sourceisables
0 A systematic algorithm development, &
0 A theoretical analysis of their performance
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Multi-Layered Convolutional




Our Data I1s Structured

Text Do

Market

ong Yerm Mae

Stock

- [T -

| THE WE |
\n\\\ ‘ |

Seismic Data

ot ¢ g >

o We are surrounded by variousverse
sourcesof massivanformation

o Each of thessources havaninternal
structure, which can bexploited

o This structure, when identified, is the  VoiceSig
engine behind our ability to process this data

nals i S
DT 3D Objects

Medical Imaging
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Models

0 A model: anathematical PrincipalComponentAnalysis

description of the underlying E—rr—
signal of interest, describing our
beliefsregarding itsstructure

Markov Random Field

Laplaciarbmoothness

o The following is a partial list of 'DCTconcentration
commonly used models for images Ve IS
0 Good models should be simple while PieceWise Smoothness
matching thesignals
Simplicity 4mm) Reliability
0 Models are almost alwaymperfect

Michael Elad 5
The Computer-Science Department
The Technion



What This Talk i1s all About?

Data Models and Their Us

o Almost any task in data processing requires a mqdel
true for denoisingdeblurring superresolution,inpainting
compression, anomalgietection, sampling, recognition,
separation, and more

0 SparseandRedundant Representations offer a new and
highly effective modet we call it

Sparseland

o) WeA shaJI describe this and descendant versions of it that
f SIR |t déeggSamning & (2 X

Michael Elad 6
The Computer-Science Department
The Technion



Multi-Layered Convolutional




A NewEmergingModel

Signal Machine
Processing Learning Mathematics
Wavelet e Approximation
Theory Theory
Multi-Scale Linear
Analysis S p arse I ap rl Algebra
h A

_ Optimization
Signal l Theory
Transforms ‘

Source
Inference (solving  Separation Classification

Compression Inverse problems)

Recognition

Segmentation “gansoEusion

SemiSupervised Interpolation
Learning

Summarizing
Prediction Denoising Anomaly

| Synthesis
+ Clustering = |dentification = dEECUON  m——

|
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TheSparselamndodel

o Task: model image patches of 1
Size8x 8 pixels | I
h

o We assume that alictionary of

such !mag@atches IS given, é?'_"f e
containing256 atom images - B =
e T
o TheSparselamgbdel assumption: Aurh < 2 LpH™
i MY JEEES . 15}
everyimage patch can be Ay -’E‘ﬁﬁ? 0
descr!beq as a linear 5l gﬂg-.i‘,!'-l~l |
combination offew atoms o R bk AP
N / VIR e MR
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TheSparselamabdel

Properties of this model:

: r
Sparsityand Redundancy L
o We start with a8-by-8 pixels patch and
represent it usin@56 numbers
¢ This is a redundamepresentation = -p—L=_
= ol 1 Ve

o0 However, out of thos@56 elements in the

representation, only8 are nonzeros rEsp -

¢ This is a sparsepresentation gfgg:é

o Bottom line in this cas&4 numbers K%/ B
. 1L T
representing the patch are replaced 6y ~ . M -1l

(3 for the indices of the noizeros, and ,=u5~
for their entrieg N T
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Chemistry of Data

We could refer to théSparseland
model as thechemistryof information:

o0 Our dictionary stands for thig=Iilele /[l F=1e](c
containing all the elements

o Our model follows a similar rationale:
Every molecule is built &¢w elements

oy - e
" 7 ZE i
- e o W M i -
I g Wt e s [l A EEA 5. B
R e e ] V0 Pl B ) o ) 2 ' e hs e B = B !‘:‘ﬂﬁ?"g
B "se T f2r| b o e R o) P (hg) (G n S "o e ] ke o o : e aEE M-l
6" [ " o o o 0 . D FE “IEeN .-
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Sparseland Formal Description

o Every column irA

(dictionary) isa
m prototype signal &tom)

N\ A

A
v

o The vectora is
generated
with few non-
)y Zeros at arbitrary
A sparse locationsand
vector values

A Dictionary

A

L g R
fh ENEEEEEE EEEEN EENEEEEEEETE
| . g

o This is a generative model

that describes how(e
believe signals are created
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Difficultieswith Sparseland

o Probleml: Givena signalhow
canwe find itsatom decompositior?

0 A simple example:
A There are2000atoms in the dictionary

A The signal is known to be built b6 atoms

‘ aZOOO 924e 137 possibilities

A If each of these take:tnanosec to test,

0 So, are we stuck?
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Atom Decomposition Made Formal

Al A YLD

I ETIuI GB2 Ay .
N A =
ETI G R 5 &

A L, ¢ counting number of
non-zeros in the vector

= A This is a projection onto
_ the Sparselanthdel
Relaxation methods Greedy methods
A These problems are knowr

BasisPursuit ThresholdingOMP  to be NPHard problem
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Pursuit Algorithms

ETILI G38IlAr Ul R

Approximation Algorithms

Basis Pursuit Matching Pursuit Thresholding

Change thedintol;,  Find the support greedily, Multiply Uby Al
and then the problem  gne element at a time and apply shrinkage:
becomes Convex a-ndIIIIIIIIIIIIIIIIIIIIIIIIII 3 .l y {7Ah L\J}
manageable e ] R

|' E T” ] ” IIEEEIIIIIIIIIIIIIIIEEEIII

m (LT rr PP rrrrryd

” A»{ U| R « P
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Difficultieswith Sparseland

o There are various pursuit algorithms
0 Here is an examplesingthe Basis Pursuit ()

0 200 400 600 800 1000 1200 1400 1600 1800 2000

o0 Surprising fact: Many of these algorithms are often
accompanied byheoretical guaranteefor their
success, ifhe unknownis sparseenough
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The Mutual Coherence

o Compute ‘ n ]:
';A Assume .
normalized e i
columns A A 7

o TheMutual Coherencg¢ (‘A) isthe largestoff-diagonal
entry in absolutevalue

o We will pose all the theoretical results in this talk using
this property, due to its simplicity

0 You may have heard of other ways to characterize the
dictionary (Restricted Isometry ProperRRIP, Exact
Recovery Condition9 w/ & . F 6 St FTdzy OlG A 2y
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BasisPursuit Success

Theorem:Givena noisy sivgnaD Al Owhere||d] R
and/ is sufficiently sparde o ( )

then BasisPursuit | ET[4]] G3|AT Ul R
leads to a stable restil ||{ 1]

ci

Donoho, Elad &emlyakowo0®)
Comments:
o Ifes0- | |
] o Thisis aworstase

A ] 9 - I ET4I analysi
: ;M - ySI; better
[ E - B3 bounds exist
M H' Ay Ul R o Similar theorems
|

exist for many other

2yl

14 R pursuit algorithms
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Difficultieswith Sparseland

0 Problem2: Given a family of signhals, how do
we find the dictionary to represent it well? I

0 Solution:Learn!Gather a large set of h
signals (many thousands), and find the

dictionary thatsparsifieghem e o o egh ==
="—=EH=m = §1" Y.
o Such algorithms were developed in the §ae . =& - bem—
: - . RIS 4T EME -
pastlOyears (e.g., ¥6VD), and their SES W TR ML
performance is surprisinglyood E-‘ !.""Ef*ﬁﬁ?ﬁ
o Wewill notdiscuss this matter further |- ¥ -% @&a__ = [}
in this talk due to lack of time e TR L MR
M amd. . |W . N |1,
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Difficultieswith Sparseland

0 Problem3: Why is thisnodelsuitable to

describe various sources? e.g., lgabd
forA YF3IS&K ! dzRA 2K { u201£

o General answer: Yes, this model is

extremely effective in representing Lo s agh =
varioussources P ..,=_“
) . . e
A Theoretical answeiClear connection "~ : i'ﬂ
to other models e [l oF IS

< .. . . N
A Empirical answerin a large variety of signalm- - _
and image processing (and later machine &~ g1 =« mln'

to state-of-the-art results B allvd . |
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Difficultieswith Sparseland
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A New MssiveOben Oniine Gourse
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Sparse Representations in Signal- X
and Image Processing

Learn the theory, tools and algorithms of sparse
representations and their impact on signal and image
processing.

Start the Professional Certificate Program




Sparselangt Image Processing

o When handling image§parselansitypically deployed oamall

overlapping patchedue to the desire tdrain the modelto fit the
data better

o The model assumption is: each patch in the image is believed tc
have a sparse representation w.r.t. a common local dictionary

02KId A& 0KS O2NNBaLRyRAy3d 3t ;
Convolutional Sparséoding (CSC
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Convolutional
Sparse Modeling

Joint work with

/] '~'/ /1
YanivRomano Vardan Papyan Jeremias Sula
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Convolutional Sparse Coding (CSC)

a filters convolved with their =1a feature.map:
sparse representations An image of the
\L same size a§
holding the sparse
i i representation
. Az g relaediothesfier
An image HE ]
with 0 / SEec. e
pixels segEged .
:ﬂll ThekEth filter of F &
=‘[‘,- * FREERRRHHEEEEH

=@e Ssmall size
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CSC In Matrix Form

0 Here is an alternativglobal sparsitybasedmodel formulation

WA E A |
N A 8 A
OAN 4 IS a bandednd Circulant Cam —
H DEEREE
matrix containing a single atom mE mEm
D [ [ B | |
with all of its shifts SomEm .
= [ [ [ [l
- )’ e m
5 A I EHNE N
B T (e
g T T e
B TR T T
COHENEEN
N h di Hicient e "a
0 s arethe corresponding coefficients B Res
ordered as column vectors ‘< —
U
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The CSC Dictionary
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/7
stripe-dictionary__-stripe vector—/

1 A~ Everypatch has a sparse
nr representationw.r.t. to the

: v same local dictionarf ) just
nn asassumed for images
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Classical Sparse Theory for CSC ?
L ETIII &3n Al R

Theorem BP is guaranteetb & & dzO O SifS|RIE X(CD —)

o Assuming thatt c¢and& ¢ Twe have thatsz St7@ks o
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Moving to Local Sparsitgtripes

a cf

&y Norm: || |y 1T AQ |

LN' ETl Il s GBBIR Al R

» | || r islow- all are sparse every !
patch has a sparse representationer )
e

The main question weim to addressis this: £

Can wegeneralize the vast theory @parselandithis ‘

new notion of local sparsity? For example, could we *
provide guarantees for success for pursuit algorlthms’?
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Success of the Basis Pursuit

N Local noise
s TEIZIO $all dal / ~ (per patch)

TheoremiFor9 $3 %ifl  1|[%| » ,if

[T —< m)

then Basis Pursuit performs venyell:
1. The support o8 Is contained in that o

2 | 3| X®[[%
3. Every entry greater thar®||%| » is found Papyan, Sulam

: . g 9flIHR
4. 3 IS unigue
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Quick Recall: The Forward Pass

@) 2A(8 f 2A,(8 { n))

HN A "HN A n Va4
€ a HN g n V4
K . \
rn e ﬁN_ﬂ\
g2A,<5 3 I 32 A,<5|| & X >>
N % _/
\ = = J
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From CSC to Multiayered CSC

N s A NS N S We propose to impose the
same structure on the

a

present in natural
signals

|
— . I .
& : representationghemselves
- | N A N g N
| : o
: : : 1 ¢ a
Convolutionakparsity :
(CSC) assumas !
Inherent structureis | = a |
|
|
|
|
|
|

Multi -Layer CSC (MCSC)
e | Michael Elad _4 5
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Intuition: From Atoms to Molecules

AN 4 ANg NN N g

 —
 —

o We can chain_the all the dictionaries
Into one effective dictionary
A AAA DA - 606 A

o This is a speci@parselanohdeed, a CSC) model

N iy
o However: YN g

A Akey property in thisnodel: sparsityof the intermediate representations
A The effective atomsatoms s ;
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A Small Taste: Model Training (MNI

MNIST Dictionary;
RD,: 32filter > 8f2 (dense)
RD,: 128 i 91 - 99.09% sparse

AD3: 10 e parse

/’,
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A Small Taste: Model Trainil@HKAR

A (5x5x3)
AMEENMETR
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ML-CSC: Pursuit

o DeemxCoding Probleni’A AE) (dictionaries are known):

(n A [N
A =]

< ) s >

e é
k Al e Y

o Or, more realistically for noisy signals,

im A 0« s
SET{A] (a8 A LT

e é
k A (I
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A Small Taste: Pursuit

3
94.51% sparse

x=A A A3
3

99.520 sparse
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