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Motivation 

 

§  full semiclassical continuous  (propagator based) methods  
are quite expensive and suffer from instabilities due to non-
linear classical dynamics 

§  often, locally, (classical) dynamics is regular 

§  from other methods (e.g. TDDFT) one knows that correlations 
can develop in time 

§  can one formulate an approximation where the system evolves 
along trajectories which visit a sequence of phase space regions 
(may be repeatedly) ruled by different approximate 
Hamiltonians ? 

➜    (ab-)using adiabaticity:  Fix the hamiltonian within an interval 
of parameters (phase space) and then jump to a new fixed H. 



The idea 

 

§  Different regions of phase  
   space are dominated by  
   different hamiltonians (DIH)  

§  DIHs are simpler (may be  
   even integrable) than the full H 

Kicking electrons 3

2. Dominant interaction hamiltonians

2.1. The concept

Let {Hi}i=1,...,N be a collection of hamiltonians which all approximate the true

hamiltonian H of a system in di⇥erent (reasonable) ways. The hamiltonian Hj is called

dominant over a set �j of phase space points which is defined by �j = {�|Hj(�) =

maxi=1,...,N Hi(�)}, where � = (p, q). Hence, the phase space is partitioned according to

segments �j with di⇥erent dominant hamiltonians. We construct trajectories within �j

according to Hamilton’s equations with the dominant hamiltonian Hj as usual,

ẋ =
⇧Hj

⇧p
, ṗ = �⇧Hj

⇧p
. (1)

If the trajectory �(t) reaches at some time si the boundary between two segments, e.g.,

�(si) ⇥ �1 ⇤ �(si) ⇥ �2, then the hamiltonian is switched for t > si from H1 to H2, a

procedure, which is repeated at all space boundaries a trajectory crosses.

This construction leads to a continuous but not necessarily di⇥erentiable trajectory,

see the sketch in Fig. 1. Each trajectory is characterized by the sequence of DIH,

([132121] in Fig. 1) which have been used to propagate it.
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Figure 1. Sketch of phase space partition through DIH. A trajectory passing di�erent DIHs in
the sequence 132121 is also sketched.

goals: 

§  Better handling of large systems 

§  Better understanding of dynamics  
   (trajectories classified through DIH  
   sequence, example 132121) 

§  Can shift chaotic dynamics for H to  
   regular dynamics for the DIH but  
   chaotic discrete meta dynamics in  
   the DIH sequences 

§  classical-quantum interface: 

•  DIH are local and therefore 
classical 

•  immediate connection to 
semiclassics through 
concatenation of propagators 
under the different DIH 

 



Overview 

§  1.5 degrees of freedom example: e-  - ion scattering under  
                                                    laser pulse (HHG) 

§  5 degrees of freedom example:    planar e-  He+ scattering 

 

➜ electronic problems 
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High harmonic generation 
(the drossophila of strong field physics) 
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High Harmonic Generation (HHG)

atom in a strong laser field: Hatom = p2

2 + V (x) + xf(t) cos ωt

Harmonic Order
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I + 3.2 Up p

• ionisation potential Ip

• ponderomotive potential Up = F2

4ω2 ,
F = f(t) = const.

hω

spectrum:

σ(ω) = eiωta(t) dt

with dipole acceleration

a(t) = − Ψ(t)
dV (x)

dx
Ψ(t)
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	  separable	  DIH	  approach:	  
switch	  between	  Coulomb	  poten7al	  only	  
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high harmonics in laser assisted  
electron-ion scattering 
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Model-potential - “soft core”

Vpot(x) = −
1

√
x2 + 2

• full interaction:

V (x, t) = Vpot(x) + Fx cos(ωt)

• Gaussian wave packet

(initiated at 70 a.u. distance from the nucleus):

laser assisted electron-ion scattering

laser field: F = 0.1 au, ω = 0.038 au, γ = 0.05 au

 (x, 0) = (�/⇡)

1/4
exp{��(x� q0)

2
+ i p0(x� q0)}

5

It ensures that the propagator is unitary in the stationary phase sense [26] and consists of
elements of the so-called monodromy (or stability) matrix,

M =
✓

m11 m12

m21 m22

◆

=
 @pt

@p0

@pt
@q0

@qt
@p0

@qt
@q0

!

. (10)

This matrix describes the time evolution of small deviations in the initial conditions of a classical
trajectory and can be obtained by solving linearized Hamilton equations. An even more general
expression for the prefactor in equation (9) can be found in [27].

We note in passing that it has recently been shown that the HK propagator is the lowest
order term in a series expression for the full quantum mechanical propagator [28, 29]. The
semiclassical approach is based solely on classical dynamical input. It allows, however, for
interference effects due to the phase differences of the different trajectories in the sum of (7).
This fact has been used in [10] to explain the plateau formation in HHG. It has been shown
that 106 trajectories are needed to converge the results [30] and that a trajectory removal
procedure [25, 31, 32] is not appropriate for the HHG problem.

If the HK propagator is to be applied to a Gaussian initial state

9↵(x 0, 0) =
⇣�

⇡

⌘1/4
exp

n

� �

2
(x 0 � q↵)

2 + ip↵(x 0 � q↵)
o

, (11)

according to equation (6), the x 0 integration can be performed analytically and the integral over
initial phase space contains a weighting function with a smooth decrease when leaving the
wavepacket center (q↵, p↵). This weighting function allows the application of a Monte Carlo
procedure for the phase space integration [33].

3.2. The linearized semiclassical initial value representation

In order to compare our results to a purely classical dynamical approach to HHG, we now briefly
sketch the LSC-IVR that was developed by the Miller group [19–21].

The LSC-IVR that we will employ here is based on the SC-IVR discussed in detail in [34].
It is used for both propagators in the correlation function expression

CAB(t) = tr[ ÂÛ †(t)B̂Û (t)]. (12)

After a linear expansion of the action difference in the exponent of equation (12), this leads to a
purely classical expression with no quantum interference effects. The final result

CAB(t) = 1
2⇡

ZZ

dq0 dp0 Aw(q0, p0) Bw(qt , pt) (13)

is given in terms of a single phase space integral, where Aw is the Wigner transform

Aw(q0, p0) =
Z

dq e�ip0q
D

q0 +
q
2
| Â|q0 � q

2

E

(14)

of the operator Â, and an analogous relation for the operator B̂. The method is therefore
also referred to as the classical Wigner method. It has a long history of analysis and
applications [35–38].

For our purposes, Â = |9↵(0)ih9↵(0)| is the operator representing the initial state, whereas
for the dipole acceleration, B̂ has to be chosen according to B̂ =�|xihx | @Vsc/@x . The LSC-IVR

New Journal of Physics 14 (2012) 093050 (http://www.njp.org/)
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Figure 3. Dipole acceleration calculated with various propagation methods:
(a) full quantum result, (b) semiclassical result for the full potential with 106

trajectories, (c) semiclassical DIH result with 5 ⇥ 104 trajectories, (d) analytical
DIH result (see section 6), (e) classical LSC-IVR result (full potential) with
5 ⇥ 104 trajectories and (f) the Volkov result.

In contrast, the quantum, the full and the DIH semiclassical results show the typical HHG
spectrum (even harmonics are not strictly excluded due to the finite pulse length of the laser)
with a plateau of the correct height and width, i.e. the correct cutoff frequency of 2Up + Ip.
Semiclassically, this can be attributed to the interference of phase-carrying free trajectories with
trapped ones, i.e. trajectories being for some time mainly under the influence of the Coulomb
potential oscillating around the nucleus [10]. Obviously, the DIH approach approximates this
feature quite well.

6. Analytical wavefunction

Based on the success of the switching scheme in the numerical results shown above, we aim now
at deriving an analytical expression for the total time-dependent wavefunction of the electron
using the dominant interaction Hamiltonian idea. In the spirit of the stimulated recombination

New Journal of Physics 14 (2012) 093050 (http://www.njp.org/)
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Figure 4. HH spectra calculated by taking the Fourier transformation of the
dipole accelerations shown in figure 3.

effect, this wavefunction has to consist of a ground state and a Volkov part in order for harmonic
generation to be possible.

6.1. Initial condition analysis

For the trajectories switching from the laser potential to the Coulomb potential, we require that
at the switching instant tc the momentum p(tc) is zero and we define q(tc) = qc. The solution
of the equations of motion for a free classical trajectory in a laser field with initial conditions
q(0) = q0 and p(0) = p0 is given by

p(t) = p0 � E
!

sin (!t) , (19)

q(t) = q0 + p0t +
E
!2

[cos (!t) � 1] . (20)

Setting p(tc) = 0 leads to switching times

!tc = n⇡ + arcsin
✓

!p0

E0

◆

, (21)
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Switching condition for HHG 
(when does an electron, floating with the laser field,  

get trapped by the ion ?) 
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FIG. 4. Soft Coulomb Va and laser potential −xE . Shaded areas
represent the switching regions.

to define an appropriate phase-space boundary between the
electron dynamics governed by the atomic potential Va and
the laser potential VE . For the present one-dimensional case,
the boundary reduces to isolated points wc in phase space. The
physical process we have to describe is the trapping of the
freely oscillating electron in the laser field, due to the atomic
potential. This will be most likely if the electron is slow close to
the nucleus, i.e., we set pc = 0. The trapping region is defined
in a natural way as the range where the soft-core potential is
always stronger than the laser potential. For Va and VE from
Eq. (1), this region results to be the interval [−xc, xc], with
xc = 3.0083 (see Fig. 4).

We are now in a position to generate the HH spectrum
with the DIH approach. Although this can be done completely
analytically [17], we prefer to use here the same propagation
scheme of classical trajectories as used for the semiclassical
HH spectrum presented above. This allows for strict com-
parison of the full semiclassical (and quantum) spectrum and
the one to be calculated with DIH. The DIH result agrees
remarkably well with the exact quantum spectrum as can be
seen in Figs. 1 and 2.

In order to understand why the DIH approach works
so well, it is instructive to analyze the initial conditions
of the trajectories which switch and get trapped. A little
thought reveals that they form bands in the initial phase space
(see Fig. 3). To see that, we recall that the trajectory for an
electron in a laser field with initial conditions q(0) = q0 and
p(0) = p0 reads

p(t) = p0 − E
ω

sin(ωt), (6)

q(t) = q0 + p0t + E
ω2

[cos(ωt) − 1]. (7)

From the condition p(tc) = 0 it follows that tc ≈ nπ/ω with
n = 1, 2, . . .. Then, the conditions for a switch from VE to Va

are

qc = q0 + nπ

ω
p0 + E

ω2
[cos(nπ ) − 1]

= q0 + nπ

ω
p0 − 1 − (−1)n

2
2E
ω2

. (8)

This implies that the initial phase-space points are given by
lines p

(n)
0 (q0) with a width #p

(n)
0 = ω/(nπ ), as illustrated in

Figs. 3 and 5. The explicit expression follows from rearranging
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FIG. 5. Initial conditions for trajectories: switched trajectories
(diamonds), trapped or stranded trajectories in the full potential case
(filled circles) and analytical conditions [lines in the inset, see Eq. (9)].

Eq. (8),

p
(n)
0 (q0) = − ω

nπ

(
q0 − 1 − (−1)n

2
2E
ω2

)
. (9)

Interestingly, for the full interaction, the initial conditions
for those trajectories which get trapped lie on the same phase-
space stripes (Fig. 5). We may conclude that the DIH switching
condition describes the dynamics relevant for HHG quite well.
The small differences in the initial conditions can be attributed
to the (small) attraction by the nucleus which the electrons
from the full classical trajectories feel on the way inward.

This observation also explains the longstanding puzzle why
the Coulomb long-range nature of the potential plays only
a minor role: In fact, HH spectra in qualitative agreement
with experiments have been also calculated with zero-range
potentials Va ∝ δ(x) [18]. In the DIH approach, the switching
condition would change to xc = 0 but the structure of the
initial manifold leading to switching remains the same.

To summarize, we have introduced the concept of dominant
interaction Hamiltonians (DIHs) to simplify the theoretical
description of high-order-harmonic generation by splitting
the problem into two integrable ones: the electron under
the influence of the laser field and the electron under the
influence of the atomic potential. We construct the HH
spectrum semiclassically by using classical trajectories: They
feel the force of the laser or of the atomic potential and the
force is switched at the phase-space boundary defining the
dominance of each of the two interactions. The dynamics is
integrable under either of the two interactions, reducing greatly
its complexity without loss of accuracy of the spectrum. The
simplification manifests itself in the fact that up to 1 million
trajectories are necessary in the present example of HHG to
converge the spectrum fully semiclassically, while a factor
of 100 less is sufficient to converge the DIH spectrum. In
principle, the DIH approach is capable of representing chaotic
dynamics even though only integrable sub-Hamiltonians are
used. The reason is that the chaotic dynamics is shifted
to the map of jumps between the sub-Hamiltonians, which
is part of the DIH approach. It turns out that, for the

041401-3
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High Harmonic Generation (HHG)

atom in a strong laser field: Hatom = p2

2 + V (x) + xf(t) cos ωt

Harmonic Order

H
ar

m
on

ic
 S

pe
ct

ru
m

I + 3.2 Up p

• ionisation potential Ip

• ponderomotive potential Up = F2

4ω2 ,
F = f(t) = const.

hω

spectrum:

σ(ω) = eiωta(t) dt

with dipole acceleration

a(t) = − Ψ(t)
dV (x)

dx
Ψ(t)

10

10-6

10-5

10-4 (a)

10-6

10-5

10-4 (b)

10-6

10-5

10-4

σ(
ω

) [
a.

u.
]

(c)

10-6

10-5

10-4 (d)

10-6

10-5

10-4 (e)

10-6

10-5

10-4

0 40 80 120

Harmonic Order

(f)

Figure 4. HH spectra calculated by taking the Fourier transformation of the
dipole accelerations shown in figure 3.

effect, this wavefunction has to consist of a ground state and a Volkov part in order for harmonic
generation to be possible.

6.1. Initial condition analysis

For the trajectories switching from the laser potential to the Coulomb potential, we require that
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FIG. 1. (Color online) HH spectrum calculated from Fourier
transformation of the dipole acceleration, (a) full quantum result, (b)
semiclassical result for the full potential with 106 trajectories, (c) DIH
result with dominant interactions with 104 trajectories. The cutoff
for scattering from an ion under a laser field, Ecutoff = 2Up + Ip ,
determines the highest harmonic order, Nmax = !Ecutoff/ω" = 105. It
is shown with a vertical (red) line.

Such information is contained in the classical trajectories
underlying the semiclassical propagator developed by Herman
and Kluk [14] (see also Refs. [15,16]),

K(x,x ′,t) =
∫

d2w0

2π
〈x|g(wt )〉

√
ReiS〈g(w0)|x ′〉, (4)

with Gaussians 〈x|g(w)〉, which have for convenience the same
width as the initial state Eq. (3). The interpretation of Eq. (4) is
straightforward: The quantum transition amplitude from point
x ′ at time t = 0 to x at time t is constructed through classical
trajectories which start at w0 at time t = 0 and reach under
the dynamics of the Hamiltonian the phase-space point wt at
time t . The preexponential weight factor of such a trajectory
in phase space is given by

R = 1
2

det
(

mptp0 + mqtq0 − iγmqtp0 + i

γ
mptq0

)
, (5)

which is composed out of the four blocks mab ≡ ∂a/∂b
of the monodromy matrix [14]. Note that for the present
one-dimensional case, the mab are scalars and no determinant
has to be taken. The semiclassical amplitude is then given
by

√
ReiS , where S(t) is the action along the trajectory. The

integration is performed over all phase-space points w0, which
serve as initial conditions of classical trajectories wt ≡ [pt =
p(p0,q0,t),qt = q(p0,q0,t)]. Convergence is achieved with a
finite number of trajectories through the Gaussian envelope,
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FIG. 2. (Color online) Dipole acceleration d(t), from which the
HH spectrum shown in Fig. 1 has been obtained.

as illustrated in Fig. 3. The HH spectrum obtained with the
semiclassical wave function ψ(x,t) =

∫
dxK(x,x ′,t)ψi(x ′) is

in excellent agreement with the quantum spectrum; see Fig. 1.
While providing a lot of insight into the dynamics which cre-
ates HH, the semiclassical approach is at least as numerically
involved as solving the Schrödinger equation directly, since the
trajectories wt cannot be obtained analytically, and moreover,
the full classical dynamics of this problem is chaotic [12],
although the HH spectrum is very regular.

This underscores the motivation for the DIH concept, where
for each dominant interaction, the trajectories are ideally
known analytically, or at least can be obtained with little
numerical effort. The key point of the DIH approach is
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Figure 5. Initial conditions for trajectories: switching trajectories (diamonds)
are shown to lie inside stripes in the inset. Also shown are initial conditions of
trapped or stranded trajectories in the full potential case (filled circles).

where n can take either odd or even values. By inserting this expression into the equation for
q(t) we obtain for the initial position as a function of initial momentum

q0 = qc � n⇡

!
p0 � p0

!
arcsin

⇣!p0

E

⌘

� E
!2

"

(�1)n

r

1 �
⇣!p0

E

⌘2
� 1

#

. (22)

By expanding arcsin (!p0/E) and
p

1 � (!p0/E)2 in powers of p0, we obtain the series

q0 = qc � E
!2

⇥

(�1)n � 1
⇤ � n⇡

!
p0 � 1

E



1 � (�1)n

2

�

p2
0 � !2

2E3



1
3

� (�1)n

4

�

p4
0 + · · · . (23)

For the chosen parameters the prefactors of higher than linear order are small compared to
the factor in front of the linear term. This observation suggests a linear approximation which
becomes even better when n increases. Furthermore, due to the fact that the initial momenta
for all the trajectories are distributed around small p↵ = 0 (see figure 5), we can neglect higher
order terms in the expansion, which gives rise to

q0 = qc � n⇡

!
p0 � E

!2

⇥

(�1)n � 1
⇤

. (24)

This is the relationship that the initial conditions, p0 and q0, have to fulfil in order for a trajectory
to experience a switch at tc, which now simplifies to tc ⇡ n⇡/!.

Resolving (24) for the initial momentum leads to the linear relationship

p(n)
0 (q0) = � !

n⇡

✓

q0 � 1 � (�1)n

2
2E
!2

◆

. (25)

We stress that, for n even, qc lies in the interval [�xc, 0], whereas for n odd, qc lies in the
interval [0, xc]. For the different values of n this leads to origins of switching trajectories that
are (narrow) stripes of width !

n⇡
xc in phase space which are depicted in figure 5 (see the inset).

It is worthwhile to note that the initial conditions of the switching trajectories are close to
those of the trapped and stranded ones that play a crucial role in the semiclassical explanation
of the plateau [10]. A comparison of the complete respective trajectories is shown in figure 6.
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where n can take either odd or even values. By inserting this expression into the equation for
q(t) we obtain for the initial position as a function of initial momentum

q0 = qc � n⇡

!
p0 � p0

!
arcsin

⇣!p0

E

⌘

� E
!2

"

(�1)n

r

1 �
⇣!p0

E

⌘2
� 1

#

. (22)

By expanding arcsin (!p0/E) and
p

1 � (!p0/E)2 in powers of p0, we obtain the series
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�
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2E3
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� (�1)n
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�

p4
0 + · · · . (23)

For the chosen parameters the prefactors of higher than linear order are small compared to
the factor in front of the linear term. This observation suggests a linear approximation which
becomes even better when n increases. Furthermore, due to the fact that the initial momenta
for all the trajectories are distributed around small p↵ = 0 (see figure 5), we can neglect higher
order terms in the expansion, which gives rise to

q0 = qc � n⇡

!
p0 � E

!2

⇥

(�1)n � 1
⇤

. (24)

This is the relationship that the initial conditions, p0 and q0, have to fulfil in order for a trajectory
to experience a switch at tc, which now simplifies to tc ⇡ n⇡/!.

Resolving (24) for the initial momentum leads to the linear relationship

p(n)
0 (q0) = � !

n⇡

✓

q0 � 1 � (�1)n

2
2E
!2

◆

. (25)

We stress that, for n even, qc lies in the interval [�xc, 0], whereas for n odd, qc lies in the
interval [0, xc]. For the different values of n this leads to origins of switching trajectories that
are (narrow) stripes of width !

n⇡
xc in phase space which are depicted in figure 5 (see the inset).

It is worthwhile to note that the initial conditions of the switching trajectories are close to
those of the trapped and stranded ones that play a crucial role in the semiclassical explanation
of the plateau [10]. A comparison of the complete respective trajectories is shown in figure 6.
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In the following, we will evaluate the integral for the case of n even. By using the following
change of variables: p0 ! u = p0 + !

n⇡
q0, the integral is transformed into

Z 1

�1
dq0

Z 0

� !
n⇡ xc

du ⇢(q0, u)

= 1
4⇡

Z 1

�1
dq0

Z 0

� !
n⇡ xc

du exp


��

4
(q0 � q↵)

2 � 1
4�

⇣

u � !

n⇡
q0 � p↵

⌘2
�

.

The integral over q0 can be performed analytically, yielding

cn = n
r

⇡�

2(n2⇡ 2� 2 + !2)

Z 0

� !
n⇡ xc

du exp


�� (�n⇡(u � p↵) + !q↵)
2

4(n2⇡2� 2 + !2)

�

. (28)

In order to evaluate this remaining integral, it is important to note that the integrand varies
smoothly in the whole integration interval, so that we can obtain a very good approximation by
considering it to be linear. Hence, the integral is well approximated by applying the mean value
theorem of analysis, which gives the result

cn = xc !

2

r

�

⇡(n2⇡2� 2 + !2)
exp

2

4��
� xc

2 + q↵ + n⇡
!

p↵

�2

4
⇣

n2⇡2� 2

!2 + 1
⌘

3

5 . (29)

Finally, we note that there is no need to implement the inward condition discussed in section 4,
because the restriction of the initial conditions to a straight strip in phase space already cuts off
the contributions of outgoing trajectories.

6.3. Comparison of the results

We now again compare full quantum results with wavefunction splitting results. In contrast to
section 5, we calculate the switching wavefunction analytically according to

|9(t)i = N (t)(|9V i + c(t)|90i) (30)

with a time-dependent coefficient c(t) and a time-dependent normalization factor N (t) that can
also be calculated analytically due to the fact that both the Volkov and the soft-core potential
wavefunctions are of Gaussian type. In principle, we could have used the part of the Volkov
wavefunction remaining after subtracting the contribution of the trajectories that perform a
switch, but owing to the fact that only 5% of the trajectories do perform a switch, using the
full Volkov solution is a reasonable approximation.

In order to find an analytical expression for c(t), we need to consider the 2N possible
instants, during the total propagation time, at which the trajectories experience a jump (once
per half laser period and where N is the number of those half peiods). This can be managed by
adding up the possible contributions cn calculated above to c(t) every half laser period, which
can be expressed as

c(t) =
2N
X

n=1

2(t � nT/2)cn, (31)
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Figure 7. Dependence on t of the coefficient c(t): the full expression (dots) and
analytical approximation (line). Note that we consider the case of a continuous
wave laser here.

where 2 denotes the Heaviside step function. The time dependence of c(t) for 20 laser periods
is shown in figure 7. A compact analytical expression for c(t) can be found by rewriting cn as

cn = xc

2

v

u

u

t

�

⇡
⇣

⇡2� 2

!2 + 1
n2

⌘

1
n

exp

2

4��
� xc

2 + q↵

�2 1
n2

4
⇣

⇡2� 2

!2 + 1
n2

⌘

3

5 . (32)

Neglecting now the term 1/n2 in the square root factor and using the first order of a Taylor series
for the exponential term, we can approximate cn as

cn ⇡ xcp
�⇡

1
nT

✓

1 � (q↵ + xc/2)2

� n2T 2

◆

, (33)

where ! = 2⇡/T has been used. Inserting this expression into c(t) and approximating the sum
by an integral yields

c(t) ⇡ c1 + c2 +
xc

p

⇡� T 2

Z t

T
dy

✓

1 � (q↵ + xc/2)2

4� y2

◆

1
y
. (34)

Performing the integration, we finally arrive at

c(t) ⇡ c1 + c2 +
xc

p

⇡� T 2



ln
✓

t
T

◆

+
(q↵ + xc/2)2

8 �

✓

1
t2

� 1
T 2

◆�

, (35)

which is valid for t > T since the approximation in (33) becomes more accurate for large n, as
is shown in figure 7.

In figure 8, we show the time dependence for the overlap of the wavefunction, obtained
by the different schemes, with the ground state 90(x, t). We have used the ground state
90(x, t) = (2/⇡�)1/4 exp(�x2/�) exp(iIpt) of the harmonic approximation to the soft-core
Coulomb potential.
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where n can take either odd or even values. By inserting this expression into the equation for
q(t) we obtain for the initial position as a function of initial momentum

q0 = qc � n⇡

!
p0 � p0

!
arcsin

⇣!p0

E

⌘
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!2

"

(�1)n
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⌘2
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#

. (22)

By expanding arcsin (!p0/E) and
p

1 � (!p0/E)2 in powers of p0, we obtain the series

q0 = qc � E
!2

⇥

(�1)n � 1
⇤ � n⇡
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p0 � 1
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1 � (�1)n
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� (�1)n
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�

p4
0 + · · · . (23)

For the chosen parameters the prefactors of higher than linear order are small compared to
the factor in front of the linear term. This observation suggests a linear approximation which
becomes even better when n increases. Furthermore, due to the fact that the initial momenta
for all the trajectories are distributed around small p↵ = 0 (see figure 5), we can neglect higher
order terms in the expansion, which gives rise to

q0 = qc � n⇡

!
p0 � E

!2

⇥

(�1)n � 1
⇤

. (24)

This is the relationship that the initial conditions, p0 and q0, have to fulfil in order for a trajectory
to experience a switch at tc, which now simplifies to tc ⇡ n⇡/!.

Resolving (24) for the initial momentum leads to the linear relationship

p(n)
0 (q0) = � !

n⇡

✓

q0 � 1 � (�1)n

2
2E
!2

◆

. (25)

We stress that, for n even, qc lies in the interval [�xc, 0], whereas for n odd, qc lies in the
interval [0, xc]. For the different values of n this leads to origins of switching trajectories that
are (narrow) stripes of width !

n⇡
xc in phase space which are depicted in figure 5 (see the inset).

It is worthwhile to note that the initial conditions of the switching trajectories are close to
those of the trapped and stranded ones that play a crucial role in the semiclassical explanation
of the plateau [10]. A comparison of the complete respective trajectories is shown in figure 6.
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where 2 denotes the Heaviside step function. The time dependence of c(t) for 20 laser periods
is shown in figure 7. A compact analytical expression for c(t) can be found by rewriting cn as

cn = xc
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Neglecting now the term 1/n2 in the square root factor and using the first order of a Taylor series
for the exponential term, we can approximate cn as

cn ⇡ xcp
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where ! = 2⇡/T has been used. Inserting this expression into c(t) and approximating the sum
by an integral yields

c(t) ⇡ c1 + c2 +
xc

p

⇡� T 2

Z t

T
dy

✓

1 � (q↵ + xc/2)2

4� y2

◆

1
y
. (34)

Performing the integration, we finally arrive at

c(t) ⇡ c1 + c2 +
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which is valid for t > T since the approximation in (33) becomes more accurate for large n, as
is shown in figure 7.

In figure 8, we show the time dependence for the overlap of the wavefunction, obtained
by the different schemes, with the ground state 90(x, t). We have used the ground state
90(x, t) = (2/⇡�)1/4 exp(�x2/�) exp(iIpt) of the harmonic approximation to the soft-core
Coulomb potential.
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Overview 

§  1.5 degrees of freedom example: e-  - ion scattering under  
                                                    laser pulse (HHG) 

§  5 degrees of freedom example:     

    planar e-  He+ scattering 
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Figure 5. Typical trajectories with single inelastic energy exchange by switching DIH

hamiltonians, classified as event ’2’ in table 1, (a-c) DIH and (d-f) full classical dynamics. The

general initial conditions for the collision are the same as in Fig. 3. The specific trajectory has the

additional initial values r02 = 1000+r

0 with (r0, ✓0) = (0.98, 2.5) for (a-c) and (r0, ✓0) = (1.12, 2.5)

for (d-f). In the left panel the trajectories of the target ((x1, y1) - black) and projectile ((x2, y2)

- red/light) electron are shown in space, the middle panel presents the radial evolution of the

trajectories r1(t) and r2(t) (upper part) as well as ✓(t) (lower part, dashed) in time, while the

right panel records F (t) (solid, Eq. (4)) and ṗ✓(t) (dashed).

Figure 6. Same as in Fig. 5, but for an inelastic collision with two switches, ’22’. The specific

initial conditions are (r0, ✓0) = (3.15, 2.5) for (a-c) and (2.10, 2.5) for (d-f).

similarly to the classical collisions process and obtain as a result the spectrum in Fig. 10.

One sees that the elastic collision peak (✏ = 5) is roughly at the same position in quantum

and classical calculations (Fig. 10a). The quantum peak is more concentrated about the

elastic energy and therefore higher since only discrete excitation of the target electron

is possible. Such excitation implies that the continuum electron needs to loose the



How to identify DIH and criteria for switching between them ? 
symmetry arguments, physical intuition, trial & error…  
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2.2. Three-body two-electron dynamics

The abstract concept becomes much easier to grasp when applied to a specific example

which will be the two electron problem with full hamiltonian

p2
1

2
+

p2
2

2
+ ZV1 + ZV2 + V12 , Vi = � 1

ri
, V12 =

1

|r1 � r2|
, (2)

where the pi are the two electron momenta and the ri the position vectors pointing from

the nucleus of charge Z to the electron positions. What leads to energy and angular

momentum exchange between the two electrons and renders the problem non-separable

is the electron-electron interaction |r1 � r2|�1 ⇥ R�1,

In the far field, i.e., when both electrons are far away from each other, we can expand

r�1
12 over the electron which is further away from the origin, i.e., the nucleus. For r2 ⇧ r1
this gives in lowest order 1/r12 ⌅ 1/r2 which leads to the separable hamiltonian

H1 =
p2
1

2
+

p2
2

2
� Z

r1
� (Z � 1)

r2
. (3)

Of course, H2 also exists with the roles of electron 1 and 2 interchanged. The role

of 1/r12 ⌅ 1/r2 in this case is simply to describe that the inner electron 1 screens the

nucleus for the outer electron 2. This approximation is also known as the Temkin-Poet

model (Temkin 1962, Poet 1978), or restricted to radial coordinates ri only, also as the so

called s-wave model (Handke et al. 1993). Here, H1 and H2 are DIH in their respective

phase space domain �i and the switching (which consists in interchanging r1 ⌃ r2) takes

place at r1 = r2. So far we have not discussed the near field, i.e., the situation that the

electron-electron interaction is larger than the average electron-nuclear attraction,

F ⇥
����

2V12

V1 + V2

���� ⇤ 1 . (4)

A little thought reveals that if we would take the corresponding separable hamiltonian

by neglecting Vi in Eq. (2) (with r = (r1 + r2)/2 and R = r2 � r1)

HNF = P2 +
p2

8
+

1

R
(5)

as a dominant one for propagation, it would immediately counteract its dominance, since

the purely repulsive interaction 1/R leads to increasing R and therefore decreasing

dominance of HNF . Moreover, an energy preserving switching from one of the Hi is

di⌅cult to achieve. It is much easier to assume that the e⇥ect of a purely repulsive DIH

such as Eq. (5) can be concentrated to a single instant in time, where energy (and angular

momentum) is exchanged among the eletrons. Straight forward analysis reveals that the

only switching of variables which preserves total energy and total angular momentum

of Eq. (5) is p1 ⌃ p2. This switching can be thought of as a kick, see Fig. 2. Taking

into account the near field interaction in form of kicks completes our DIH formulation

of two electron collision dynamics which uses for dynamical propagation exclusively the

separable hamiltonian H1 Eq. (3) and its counterpart H2. The switching conditions and

properties are summarized in table 1.

Kicking electrons 6

Figure 2. Schematic illustration of the near field kick between two electrons under the condition

F = 1 (Eq. (4)).

the angle ✓ between the vectors r

i

. The conjugate momentum p
✓

can be viewed as

the angular momentum of an individual electron l

1

= p
✓

, where l

2

= �p
✓

to ensure

L = l

1

+ l

2

⌘ 0. The DIH hamiltonian corresponding to Eq. (3) reads

H
1

=
p2
1

2
+

p2
2

2
+

p2
✓

2

✓
1

r
1

+
1

r
2

◆
� Z

r
1

� (Z � 1)

r
2

. (8)

3.2. Initial conditions and the deflection function

We assume electron 1 to be bound in the ionic ground state of He+ with energy

E
1

= �2au, and l
1

= 0 while electron 2 is the projectile starting with energy E
2

(we use atomic units if not otherwise stated).

For each classical trajectory we need to specify 6 initial conditions

(p0
1

, r0
1

, p0
2

, r0
2

, p0
✓

, ✓0). We let the trajectory of the bound electron always start at its

outer turning point, i.e. p0
1

= 0, r0
1

= 1au. The projectile starts with momentum

p0
2

= �[2(E
2

+ 1/r0
2

)]1/2 where r0
2

= 1000au+r0. Finally, p0
✓

= 0 (because l
1

= 0). Over-

all, this leaves two free variables (✓0, r0). Then, any probability to find a certain value

a for the variable A after scattering can be formulated in terms of deflection functions

a⇤(✓0, r0) ⌘ lim
t!1 A(t, ✓0, r0) (Rost 1998),

dP

da
=

1

�✓�r

Z
�✓

0

d✓0
Z

�r

0

dr0�(a� a⇤(✓0, r0)) , (9)

where �✓ = ⇡ and �r = (E
2

/8)1/2⇡ are the ranges of the initial variables. Therefore,

the important dynamical objects are the deflection functions. They are shown in Fig. 3

for the final energy ✏ and the final angular momentum l of the projectile. Note that

the deflection functions are periodic in r0, since after the interval �r which corresponds

to the distance the projectile travels during one period (T = ⇡/4) of motion of the

bound electron, the deflection function must repeat itself. Although the deflection

functions seem to be quite di↵erent, a closer look reveals that full and DIH dynamics

lead to similar structural details for ✏⇤(✓0, r0) but with di↵erent quantitative weights.

n  try to concentrate interactions to instants in time  

n  approximate           HFF = (p1
2+p2

2)/2 – 1/r1 – 2/r2       (r1> r2) 

Hamiltonian:           HFF = (p1
2+p2

2)/2 – 2/r1 – 1/r2       (r1< r2) 

 
n  interaction event ‘2’:  r1=r2, then r1 <-> r2      (r’1=r2, r’2=r1) 

 

n  interaction event ‘1’:            = 1, then p’12= K p12 

n  approximate Hamiltonian:  HNF = p12
2 +1/r12  

     [   r12 = r1 - r2 = R,  r = (r1 + r2)/2  ] 
 

n  transformation K uniquely defined by  
respecting constants of motion and  
locality: 

H, p, L and since the ri are fixed for  
the momentum kick: 

P2, l12 

 

 


Temkin – Poet model

A Temkin, Phys Rev  126, 130 (1962);  
R. Poet, J Phys B 11, 3081 (1978) 
 
 
 
 
 
 
 
 



How to identify DIH and criteria for switching between them ? 
symmetry arguments, physical intuition, trial & error…  

 
 

V12

V1
V2r1

r211

2

A

Kicking electrons 4

2.2. Three-body two-electron dynamics

The abstract concept becomes much easier to grasp when applied to a specific example

which will be the two electron problem with full hamiltonian
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+ ZV1 + ZV2 + V12 , Vi = � 1

ri
, V12 =

1

|r1 � r2|
, (2)

where the pi are the two electron momenta and the ri the position vectors pointing from

the nucleus of charge Z to the electron positions. What leads to energy and angular

momentum exchange between the two electrons and renders the problem non-separable

is the electron-electron interaction |r1 � r2|�1 ⇥ R�1,

In the far field, i.e., when both electrons are far away from each other, we can expand

r�1
12 over the electron which is further away from the origin, i.e., the nucleus. For r2 ⇧ r1
this gives in lowest order 1/r12 ⌅ 1/r2 which leads to the separable hamiltonian

H1 =
p2
1

2
+

p2
2

2
� Z

r1
� (Z � 1)

r2
. (3)

Of course, H2 also exists with the roles of electron 1 and 2 interchanged. The role

of 1/r12 ⌅ 1/r2 in this case is simply to describe that the inner electron 1 screens the

nucleus for the outer electron 2. This approximation is also known as the Temkin-Poet

model (Temkin 1962, Poet 1978), or restricted to radial coordinates ri only, also as the so

called s-wave model (Handke et al. 1993). Here, H1 and H2 are DIH in their respective

phase space domain �i and the switching (which consists in interchanging r1 ⌃ r2) takes

place at r1 = r2. So far we have not discussed the near field, i.e., the situation that the

electron-electron interaction is larger than the average electron-nuclear attraction,

F ⇥
����

2V12

V1 + V2

���� ⇤ 1 . (4)

A little thought reveals that if we would take the corresponding separable hamiltonian

by neglecting Vi in Eq. (2) (with r = (r1 + r2)/2 and R = r2 � r1)

HNF = P2 +
p2

8
+

1

R
(5)

as a dominant one for propagation, it would immediately counteract its dominance, since

the purely repulsive interaction 1/R leads to increasing R and therefore decreasing

dominance of HNF . Moreover, an energy preserving switching from one of the Hi is

di⌅cult to achieve. It is much easier to assume that the e⇥ect of a purely repulsive DIH

such as Eq. (5) can be concentrated to a single instant in time, where energy (and angular

momentum) is exchanged among the eletrons. Straight forward analysis reveals that the

only switching of variables which preserves total energy and total angular momentum

of Eq. (5) is p1 ⌃ p2. This switching can be thought of as a kick, see Fig. 2. Taking

into account the near field interaction in form of kicks completes our DIH formulation

of two electron collision dynamics which uses for dynamical propagation exclusively the

separable hamiltonian H1 Eq. (3) and its counterpart H2. The switching conditions and

properties are summarized in table 1.
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Figure 2. Schematic illustration of the near field kick between two electrons under the condition

F = 1 (Eq. (4)).
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3.2. Initial conditions and the deflection function

We assume electron 1 to be bound in the ionic ground state of He+ with energy

E
1

= �2au, and l
1

= 0 while electron 2 is the projectile starting with energy E
2

(we use atomic units if not otherwise stated).

For each classical trajectory we need to specify 6 initial conditions

(p0
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, ✓0). We let the trajectory of the bound electron always start at its

outer turning point, i.e. p0
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= 0, r0
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= 1au. The projectile starts with momentum
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= �[2(E
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+ 1/r0
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)]1/2 where r0
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= 1000au+r0. Finally, p0
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= 0 (because l
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= 0). Over-

all, this leaves two free variables (✓0, r0). Then, any probability to find a certain value

a for the variable A after scattering can be formulated in terms of deflection functions

a⇤(✓0, r0) ⌘ lim
t!1 A(t, ✓0, r0) (Rost 1998),
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where �✓ = ⇡ and �r = (E
2

/8)1/2⇡ are the ranges of the initial variables. Therefore,

the important dynamical objects are the deflection functions. They are shown in Fig. 3

for the final energy ✏ and the final angular momentum l of the projectile. Note that

the deflection functions are periodic in r0, since after the interval �r which corresponds

to the distance the projectile travels during one period (T = ⇡/4) of motion of the

bound electron, the deflection function must repeat itself. Although the deflection

functions seem to be quite di↵erent, a closer look reveals that full and DIH dynamics

lead to similar structural details for ✏⇤(✓0, r0) but with di↵erent quantitative weights.
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The abstract concept becomes much easier to grasp when applied to a specific example

which will be the two electron problem with full hamiltonian
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where the pi are the two electron momenta and the ri the position vectors pointing from

the nucleus of charge Z to the electron positions. What leads to energy and angular

momentum exchange between the two electrons and renders the problem non-separable

is the electron-electron interaction |r1 � r2|�1 ⇥ R�1,

In the far field, i.e., when both electrons are far away from each other, we can expand

r�1
12 over the electron which is further away from the origin, i.e., the nucleus. For r2 ⇧ r1
this gives in lowest order 1/r12 ⌅ 1/r2 which leads to the separable hamiltonian

H1 =
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Of course, H2 also exists with the roles of electron 1 and 2 interchanged. The role

of 1/r12 ⌅ 1/r2 in this case is simply to describe that the inner electron 1 screens the

nucleus for the outer electron 2. This approximation is also known as the Temkin-Poet

model (Temkin 1962, Poet 1978), or restricted to radial coordinates ri only, also as the so

called s-wave model (Handke et al. 1993). Here, H1 and H2 are DIH in their respective

phase space domain �i and the switching (which consists in interchanging r1 ⌃ r2) takes

place at r1 = r2. So far we have not discussed the near field, i.e., the situation that the

electron-electron interaction is larger than the average electron-nuclear attraction,

F ⇥
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2V12

V1 + V2

���� ⇤ 1 . (4)

A little thought reveals that if we would take the corresponding separable hamiltonian

by neglecting Vi in Eq. (2) (with r = (r1 + r2)/2 and R = r2 � r1)

HNF = P2 +
p2

8
+

1
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(5)

as a dominant one for propagation, it would immediately counteract its dominance, since

the purely repulsive interaction 1/R leads to increasing R and therefore decreasing

dominance of HNF . Moreover, an energy preserving switching from one of the Hi is

di⌅cult to achieve. It is much easier to assume that the e⇥ect of a purely repulsive DIH

such as Eq. (5) can be concentrated to a single instant in time, where energy (and angular

momentum) is exchanged among the eletrons. Straight forward analysis reveals that the

only switching of variables which preserves total energy and total angular momentum

of Eq. (5) is p1 ⌃ p2. This switching can be thought of as a kick, see Fig. 2. Taking

into account the near field interaction in form of kicks completes our DIH formulation

of two electron collision dynamics which uses for dynamical propagation exclusively the

separable hamiltonian H1 Eq. (3) and its counterpart H2. The switching conditions and

properties are summarized in table 1.
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model (Temkin 1962, Poet 1978), or restricted to radial coordinates ri only, also as the so
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phase space domain �i and the switching (which consists in interchanging r1 ⌃ r2) takes

place at r1 = r2. So far we have not discussed the near field, i.e., the situation that the

electron-electron interaction is larger than the average electron-nuclear attraction,
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by neglecting Vi in Eq. (2) (with r = (r1 + r2)/2 and R = r2 � r1)
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as a dominant one for propagation, it would immediately counteract its dominance, since

the purely repulsive interaction 1/R leads to increasing R and therefore decreasing

dominance of HNF . Moreover, an energy preserving switching from one of the Hi is

di⌅cult to achieve. It is much easier to assume that the e⇥ect of a purely repulsive DIH

such as Eq. (5) can be concentrated to a single instant in time, where energy (and angular

momentum) is exchanged among the eletrons. Straight forward analysis reveals that the

only switching of variables which preserves total energy and total angular momentum

of Eq. (5) is p1 ⌃ p2. This switching can be thought of as a kick, see Fig. 2. Taking

into account the near field interaction in form of kicks completes our DIH formulation

of two electron collision dynamics which uses for dynamical propagation exclusively the

separable hamiltonian H1 Eq. (3) and its counterpart H2. The switching conditions and

properties are summarized in table 1.
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Figure 2. Schematic illustration of the near field kick between two electrons under the condition

F = 1 (Eq. (4)).
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3.2. Initial conditions and the deflection function

We assume electron 1 to be bound in the ionic ground state of He+ with energy

E
1

= �2au, and l
1

= 0 while electron 2 is the projectile starting with energy E
2

(we use atomic units if not otherwise stated).

For each classical trajectory we need to specify 6 initial conditions

(p0
1
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, ✓0). We let the trajectory of the bound electron always start at its

outer turning point, i.e. p0
1

= 0, r0
1

= 1au. The projectile starts with momentum
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)]1/2 where r0
2

= 1000au+r0. Finally, p0
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= 0 (because l
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all, this leaves two free variables (✓0, r0). Then, any probability to find a certain value

a for the variable A after scattering can be formulated in terms of deflection functions
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t!1 A(t, ✓0, r0) (Rost 1998),
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where �✓ = ⇡ and �r = (E
2

/8)1/2⇡ are the ranges of the initial variables. Therefore,

the important dynamical objects are the deflection functions. They are shown in Fig. 3

for the final energy ✏ and the final angular momentum l of the projectile. Note that

the deflection functions are periodic in r0, since after the interval �r which corresponds

to the distance the projectile travels during one period (T = ⇡/4) of motion of the

bound electron, the deflection function must repeat itself. Although the deflection

functions seem to be quite di↵erent, a closer look reveals that full and DIH dynamics

lead to similar structural details for ✏⇤(✓0, r0) but with di↵erent quantitative weights.
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2.2. Three-body two-electron dynamics

The abstract concept becomes much easier to grasp when applied to a specific example

which will be the two electron problem with full hamiltonian
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+ ZV1 + ZV2 + V12 , Vi = � 1

ri
, V12 =

1

|r1 � r2|
, (2)

where the pi are the two electron momenta and the ri the position vectors pointing from

the nucleus of charge Z to the electron positions. What leads to energy and angular

momentum exchange between the two electrons and renders the problem non-separable

is the electron-electron interaction |r1 � r2|�1 ⇥ R�1,

In the far field, i.e., when both electrons are far away from each other, we can expand

r�1
12 over the electron which is further away from the origin, i.e., the nucleus. For r2 ⇧ r1
this gives in lowest order 1/r12 ⌅ 1/r2 which leads to the separable hamiltonian

H1 =
p2
1

2
+

p2
2

2
� Z

r1
� (Z � 1)

r2
. (3)

Of course, H2 also exists with the roles of electron 1 and 2 interchanged. The role

of 1/r12 ⌅ 1/r2 in this case is simply to describe that the inner electron 1 screens the

nucleus for the outer electron 2. This approximation is also known as the Temkin-Poet

model (Temkin 1962, Poet 1978), or restricted to radial coordinates ri only, also as the so

called s-wave model (Handke et al. 1993). Here, H1 and H2 are DIH in their respective

phase space domain �i and the switching (which consists in interchanging r1 ⌃ r2) takes

place at r1 = r2. So far we have not discussed the near field, i.e., the situation that the

electron-electron interaction is larger than the average electron-nuclear attraction,

F ⇥
����

2V12

V1 + V2

���� ⇤ 1 . (4)

A little thought reveals that if we would take the corresponding separable hamiltonian

by neglecting Vi in Eq. (2) (with r = (r1 + r2)/2 and R = r2 � r1)

HNF = P2 +
p2

8
+

1

R
(5)

as a dominant one for propagation, it would immediately counteract its dominance, since

the purely repulsive interaction 1/R leads to increasing R and therefore decreasing

dominance of HNF . Moreover, an energy preserving switching from one of the Hi is

di⌅cult to achieve. It is much easier to assume that the e⇥ect of a purely repulsive DIH

such as Eq. (5) can be concentrated to a single instant in time, where energy (and angular

momentum) is exchanged among the eletrons. Straight forward analysis reveals that the

only switching of variables which preserves total energy and total angular momentum

of Eq. (5) is p1 ⌃ p2. This switching can be thought of as a kick, see Fig. 2. Taking

into account the near field interaction in form of kicks completes our DIH formulation

of two electron collision dynamics which uses for dynamical propagation exclusively the

separable hamiltonian H1 Eq. (3) and its counterpart H2. The switching conditions and

properties are summarized in table 1.
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model (Temkin 1962, Poet 1978), or restricted to radial coordinates ri only, also as the so
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phase space domain �i and the switching (which consists in interchanging r1 ⌃ r2) takes
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as a dominant one for propagation, it would immediately counteract its dominance, since

the purely repulsive interaction 1/R leads to increasing R and therefore decreasing

dominance of HNF . Moreover, an energy preserving switching from one of the Hi is

di⌅cult to achieve. It is much easier to assume that the e⇥ect of a purely repulsive DIH

such as Eq. (5) can be concentrated to a single instant in time, where energy (and angular

momentum) is exchanged among the eletrons. Straight forward analysis reveals that the

only switching of variables which preserves total energy and total angular momentum

of Eq. (5) is p1 ⌃ p2. This switching can be thought of as a kick, see Fig. 2. Taking

into account the near field interaction in form of kicks completes our DIH formulation

of two electron collision dynamics which uses for dynamical propagation exclusively the

separable hamiltonian H1 Eq. (3) and its counterpart H2. The switching conditions and
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Table 1. Switching conditions of DIH for the two-electron problem with primed (unprimed)

quantities indicating variables after (before) the switch; the function F is defined in Eq. (4). Note

that total energy E = E1 + E2 and total angular momentum L = l1 + l2 are conserved.

event ’1’ ’2’

condition F = 1 r
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2

action p

0
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2

e↵ect �l
i

6= 0,�E
i

6= 0 �E
i

6= 0

positions and while respecting the constants of motion of the hamiltonian H
NF

. These

circumstances define su�cient conditions to uniquely define the kick as sketched in

Fig. 2. The constants of motion, defined by a vanishing Poisson bracket {A, H
NF

} = 0,

are given by H
NF

itself, the total angular momentum L = l

r

+ l

R

and the linear center-

mass-momentum p. Since the kick is local at fixed distances r andR, we have in addition

that P2 =const. as well as l
R

=const. From the last two conditions, one can construct

a two-dimensional transformation matrix K
NF

. Since L is conserved, the motion takes

place in a plane where we take the interlectronic vector R = (X, Y ) at the kick with

tan↵ = Y/X. Then the matrix K
NF

which transforms the vector P = (P
x

, P
y

)† before

the kick into P

0 = K
NF

P after the kick can be parameterized with ↵ as

K
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!
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(6)

Clearly, | detK
NF

| = 1, since the modulus of the momentum is conserved, P 0 = P . The

kick can be thought of as a rotation of the momentum vector by the angle �2↵ followed

by an inversion of the X�component, as the product form in Eq. (6) reveals. If, e.g.,

↵ = 0, we have R = Rx̂ such that the force �rH
NF

leading to the kick acts in the

direction of x̂. Consequently, we get with Eq. (6) in this case P 0
x

= �P
x

and P 0
y

= P
y

, a

momentum change along the kick in the x̂-direction.

We can define the far field transformation in a similar fashion with a matrix

K
FF

= (7)

which in this case transforms r
1

into r
2

and vice versa.

Taking into account the near field interaction in form of kicks completes our DIH

formulation of two electron collision dynamics which uses for dynamical propagation

exclusively the separable hamiltonian H
1

Eq. (3) and its counterpart H
2

. The switching

conditions and properties are summarized in table 1.

3. Planar classical electron-ion scattering

3.1. Hamiltonian

For the practical implementation we restrict ourselves to total angular momentum L = 0

which reduces the degrees of freedom to the two electron-nucleus distances r
1

, r
2

and



DIH qualitative – collision sequences of 2e- 

‘1’: kick (near field) 
‘2’: switch (far field) 

full 

DIH 
‘22’: elastic 
‘12’: excitation (classical exchange) 

full

DIH
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Figure 7. Same as in Fig. 5, but for a collision sequence, ’12’. The specific initial conditions are

(r0, ✓0) = (3.15, 0.2) for (a-c) and (3.15, 0.2) for (d-f).

Figure 8. Classfication of trajectories according to sequences of events ’1’ and ’2’ (see table 1)

for DIH (dark) and full (white) dynamics.

excitation energy. The corresponding peaks in the region ✏  2 for the singlet spectrum

are not resolved due to the initial wave packet with its finite energy width but lead to

a smooth maximum in the quantum spectrum. Even higher excitation energies lead to

lower final momentum for the projectile and in this semiclassical regime quantum and

classical spectra come together.

Similar considerations for the angular momentum spectrum require a discretization

of the continuous classical angular momentum which can be done by binning (Leopold

& Percival 1978). The comparison shown in Fig. 10b reveals that the symmetrized DIH

result is in better quantitative agreement with the quantum spectrum, in particular for

the triplet symmetry, than the full classical calculation. This may be attributed to the

Planar electron – He+ collisions 

DIH (12)   
 

full 
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2.2. Three-body two-electron dynamics

The abstract concept becomes much easier to grasp when applied to a specific example

which will be the two electron problem with full hamiltonian

p2
1

2
+

p2
2

2
+ ZV1 + ZV2 + V12 , Vi = � 1

ri
, V12 =

1

|r1 � r2|
, (2)

where the pi are the two electron momenta and the ri the position vectors pointing from

the nucleus of charge Z to the electron positions. What leads to energy and angular

momentum exchange between the two electrons and renders the problem non-separable

is the electron-electron interaction |r1 � r2|�1 ⇥ R�1,

In the far field, i.e., when both electrons are far away from each other, we can expand

r�1
12 over the electron which is further away from the origin, i.e., the nucleus. For r2 ⇧ r1
this gives in lowest order 1/r12 ⌅ 1/r2 which leads to the separable hamiltonian

H1 =
p2
1

2
+

p2
2

2
� Z

r1
� (Z � 1)

r2
. (3)

Of course, H2 also exists with the roles of electron 1 and 2 interchanged. The role

of 1/r12 ⌅ 1/r2 in this case is simply to describe that the inner electron 1 screens the

nucleus for the outer electron 2. This approximation is also known as the Temkin-Poet

model (Temkin 1962, Poet 1978), or restricted to radial coordinates ri only, also as the so

called s-wave model (Handke et al. 1993). Here, H1 and H2 are DIH in their respective

phase space domain �i and the switching (which consists in interchanging r1 ⌃ r2) takes

place at r1 = r2. So far we have not discussed the near field, i.e., the situation that the

electron-electron interaction is larger than the average electron-nuclear attraction,

F ⇥
����

2V12

V1 + V2

���� ⇤ 1 . (4)

A little thought reveals that if we would take the corresponding separable hamiltonian

by neglecting Vi in Eq. (2) (with r = (r1 + r2)/2 and R = r2 � r1)

HNF = P2 +
p2

8
+

1

R
(5)

as a dominant one for propagation, it would immediately counteract its dominance, since

the purely repulsive interaction 1/R leads to increasing R and therefore decreasing

dominance of HNF . Moreover, an energy preserving switching from one of the Hi is

di⌅cult to achieve. It is much easier to assume that the e⇥ect of a purely repulsive DIH

such as Eq. (5) can be concentrated to a single instant in time, where energy (and angular

momentum) is exchanged among the eletrons. Straight forward analysis reveals that the

only switching of variables which preserves total energy and total angular momentum

of Eq. (5) is p1 ⌃ p2. This switching can be thought of as a kick, see Fig. 2. Taking

into account the near field interaction in form of kicks completes our DIH formulation

of two electron collision dynamics which uses for dynamical propagation exclusively the

separable hamiltonian H1 Eq. (3) and its counterpart H2. The switching conditions and

properties are summarized in table 1.
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Figure 5. Typical trajectories with single inelastic energy exchange by switching DIH

hamiltonians, classified as event ’2’ in table 1, (a-c) DIH and (d-f) full classical dynamics. The

general initial conditions for the collision are the same as in Fig. 3. The specific trajectory has the

additional initial values r02 = 1000+r

0 with (r0, ✓0) = (0.98, 2.5) for (a-c) and (r0, ✓0) = (1.12, 2.5)

for (d-f). In the left panel the trajectories of the target ((x1, y1) - black) and projectile ((x2, y2)

- red/light) electron are shown in space, the middle panel presents the radial evolution of the

trajectories r1(t) and r2(t) (upper part) as well as ✓(t) (lower part, dashed) in time, while the

right panel records F (t) (solid, Eq. (4)) and ṗ✓(t) (dashed).

Figure 6. Same as in Fig. 5, but for an inelastic collision with two switches, ’22’. The specific

initial conditions are (r0, ✓0) = (3.15, 2.5) for (a-c) and (2.10, 2.5) for (d-f).

similarly to the classical collisions process and obtain as a result the spectrum in Fig. 10.

One sees that the elastic collision peak (✏ = 5) is roughly at the same position in quantum

and classical calculations (Fig. 10a). The quantum peak is more concentrated about the

elastic energy and therefore higher since only discrete excitation of the target electron

is possible. Such excitation implies that the continuum electron needs to loose the

Planar electron – He+ collisions 

DIH (22)   
 

full 

Kicking electrons 4

2.2. Three-body two-electron dynamics

The abstract concept becomes much easier to grasp when applied to a specific example

which will be the two electron problem with full hamiltonian

p2
1

2
+

p2
2

2
+ ZV1 + ZV2 + V12 , Vi = � 1

ri
, V12 =

1

|r1 � r2|
, (2)

where the pi are the two electron momenta and the ri the position vectors pointing from

the nucleus of charge Z to the electron positions. What leads to energy and angular

momentum exchange between the two electrons and renders the problem non-separable

is the electron-electron interaction |r1 � r2|�1 ⇥ R�1,

In the far field, i.e., when both electrons are far away from each other, we can expand

r�1
12 over the electron which is further away from the origin, i.e., the nucleus. For r2 ⇧ r1
this gives in lowest order 1/r12 ⌅ 1/r2 which leads to the separable hamiltonian

H1 =
p2
1

2
+

p2
2

2
� Z

r1
� (Z � 1)

r2
. (3)

Of course, H2 also exists with the roles of electron 1 and 2 interchanged. The role

of 1/r12 ⌅ 1/r2 in this case is simply to describe that the inner electron 1 screens the

nucleus for the outer electron 2. This approximation is also known as the Temkin-Poet

model (Temkin 1962, Poet 1978), or restricted to radial coordinates ri only, also as the so

called s-wave model (Handke et al. 1993). Here, H1 and H2 are DIH in their respective

phase space domain �i and the switching (which consists in interchanging r1 ⌃ r2) takes

place at r1 = r2. So far we have not discussed the near field, i.e., the situation that the

electron-electron interaction is larger than the average electron-nuclear attraction,

F ⇥
����

2V12

V1 + V2

���� ⇤ 1 . (4)

A little thought reveals that if we would take the corresponding separable hamiltonian

by neglecting Vi in Eq. (2) (with r = (r1 + r2)/2 and R = r2 � r1)

HNF = P2 +
p2

8
+

1

R
(5)

as a dominant one for propagation, it would immediately counteract its dominance, since

the purely repulsive interaction 1/R leads to increasing R and therefore decreasing

dominance of HNF . Moreover, an energy preserving switching from one of the Hi is

di⌅cult to achieve. It is much easier to assume that the e⇥ect of a purely repulsive DIH

such as Eq. (5) can be concentrated to a single instant in time, where energy (and angular

momentum) is exchanged among the eletrons. Straight forward analysis reveals that the

only switching of variables which preserves total energy and total angular momentum

of Eq. (5) is p1 ⌃ p2. This switching can be thought of as a kick, see Fig. 2. Taking

into account the near field interaction in form of kicks completes our DIH formulation

of two electron collision dynamics which uses for dynamical propagation exclusively the

separable hamiltonian H1 Eq. (3) and its counterpart H2. The switching conditions and

properties are summarized in table 1.
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Quantum – Classical – DIH: 
spectra for energy & angular momentum 

Compared to quantum: 
DIH better than full classical !? 

Kicking electrons 12

Figure 9. Energy spectrum from Fig. 4a with contributions shaded according to their event

sequences (see table 1), (a) for DIH dynamics (b) for full classical dynamics, for details, see text.

Figure 10. Spectra of the projectile electron after the collision with parameter as in Fig. 3

in singlet/triplet symmetry (solid/dashed). The di↵erent curves provide the quantum result

(thick/black), the classical full trajectory result (thin/white) and the classical DIH result (red).

Part (a) gives the (continuous) energy spectrum, part (b) the binned distribution of final angular

momentum of the projectile electron.

fact that the quantum triplet dynamics is less reactive than the singlet dynamics due

to a symmetry enforced nodal line at r
1

= r
2

. Classically, this e↵ect is resembled to

a certain degree by the DIH dynamics compared to the full classical dynamics since in

the former “reactivity” is limited to the events ’1’ and ’2’, discrete in time.

6. Summary

We have introduced the concept of dominant interaction hamiltonians which

approximates dynamics described by a complicated, non-separable classical hamiltonian

with di↵erent simplified hamiltonians. Each of them is valid in a specific phase space

volume where it dominates all other simplified hamiltonians formulated. Applied

to planar electron-ion scattering, we have demonstrated that the DIH approach

provides a good approximation to the full classical dynamics. More importantly,

and somewhat surprisingly, quantum results regarding di↵erential spectra (energy and

angular momentum of the projectile) agree better with the DIH result than with

the full classical dynamics. Whether this is accidental or systematic will have to

be investigated in future studies. A second appealing aspect of the DIH concept is

M Gerlach, S Wüster, and JM Rost, 
J Phys B 45, 235204 (2012)  
 - highlight 2012 -  



Summary: Dominant interaction Hamiltonians (DIH) 

§  Classical phase space partitioning through dominant interaction 

•  Continuous (chaotic) dynamics split into regular-continuous 
and chaotic-discrete dynamics 

§  done 
•   classical planar scattering (5 dof) 

•   semi-classical laser assisted electron-ion scattering (1.5 dof) 

 
 

§   Perspectives 
•   Classification through DIH sequences 

•   better qualitative understanding of dynamics 

•   better numerical handling of large systems 

•   study chaotic map induced by DIH switching 
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          For pre/reprints please visit http://www.pks.mpg.de/~rost 
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DIH: separating regular and chaotic dynamics 

 

§ Assume chaotic hamiltonian and a set of integrable DIH 

§ Is the chaos lost ? 

§ NO, chaotic dynamics is shifted to the sequence “space” 

➜   regular dynamics for continuous motion in phase space, 
chaotic dynamics in discrete sequence space 

Kicking electrons 3

2. Dominant interaction hamiltonians

2.1. The concept

Let {Hi}i=1,...,N be a collection of hamiltonians which all approximate the true

hamiltonian H of a system in di⇥erent (reasonable) ways. The hamiltonian Hj is called

dominant over a set �j of phase space points which is defined by �j = {�|Hj(�) =

maxi=1,...,N Hi(�)}, where � = (p, q). Hence, the phase space is partitioned according to

segments �j with di⇥erent dominant hamiltonians. We construct trajectories within �j

according to Hamilton’s equations with the dominant hamiltonian Hj as usual,

ẋ =
⇧Hj

⇧p
, ṗ = �⇧Hj

⇧p
. (1)

If the trajectory �(t) reaches at some time si the boundary between two segments, e.g.,

�(si) ⇥ �1 ⇤ �(si) ⇥ �2, then the hamiltonian is switched for t > si from H1 to H2, a

procedure, which is repeated at all space boundaries a trajectory crosses.

This construction leads to a continuous but not necessarily di⇥erentiable trajectory,

see the sketch in Fig. 1. Each trajectory is characterized by the sequence of DIH,

([132121] in Fig. 1) which have been used to propagate it.

q

p

2

1

1

3

Figure 1. Sketch of phase space partition through DIH. A trajectory passing di�erent DIHs in
the sequence 132121 is also sketched.



Semiclassical Initial Value Representation (IVR) 
Semiclassical Initial Value Representations (IVR)
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Heller’s Thawed Gaussian Wavepacket Dynamics (TGWD) Heller’s Thawed Gaussian Wavepacket Dynamics (TGWD)

�(x , t) =
��0
⇤

⇥1/4
exp

⇧
��t

2
(x � qt)

2 +
i

~pt(x � qt) +
i

~⇥t
⌃

�0, pt , qt ⇥ R, �t, ⇥t ⇥ C

Ansatz for the solution of the time-dependent Schrödinger equation

i~�̇(x , t) =

⇤
� ~2
2m

⇧2

⇧x2
+ V (x , t)

⌅
�(x , t)

E. J. Heller, J. Chem. Phys. 62, 1544 (1975)

Semiclassical hybrid dynamics 27.10.2011 7



Thawed GWD: Phase- and position space Thawed GWD: Phase- and position space

q

p

|Ψ|

q

p

t

α

t

α

x
single trajectory initial value method

Semiclassical hybrid dynamics 27.10.2011 8



Multiple trajectory method for N DOF: FGWD Multiple trajectory method for N DOF: FGWD

�(x, t) =
⌅

dx�K (x, t; x�, 0)�(x�, 0)

Initial value Herman-Kluk propagator

K (x, t; x�, 0) ⇥
⌅

dp�dq�

(2⇥~)N ⇤x|g�(pt ,qt)⌅Re iS(p
0,q0,t)/~⇤g�(p�,q�)|x�⌅

R =

⇧
det 1

2

�
mpp +mqq � �i~mqp � 1

�i~mpq

⇥

|g�⌅ are Gaussians with fixed width (“frozen”)

Hamilton’s principal function S(p�,q�, t) =
⇤ t
0 Ldt �

initial value solutions pt(p
�,q�),qt(p

�,q�)

Heller (’81), Herman and Kluk (’84), Kay (’94), F.G. and Xavier (’98)

Semiclassical hybrid dynamics 27.10.2011 9



Frozen GWD: Phase- and position space 

mpp,mqq, . . . are elements of the stability (monodromy) matrix M

M =

�
mpp mpq

mqp mqq

⇥
=

�
⌅pt/⌅p

� ⌅pt/⌅q
�

⌅qt/⌅p
� ⌅qt/⌅q

�

⇥

d

dt
M =

�
0 �Hqq

Hpp 0

⇥
M

Hqq,Hpp: Hessian

⇥purely classical input!

Semiclassical hybrid dynamics 27.10.2011 10



Frozen GWD: Phase- and position space

p

|Ψ|

α

qα

t t
(p’,q’)

(p ,q )

x
multitrajectory initial value method

Semiclassical hybrid dynamics 27.10.2011 11



- Time-dependent initial value method for arbitrary dynamics

- no storage problems due to laocality ⇤DIH

- Initial Gaussian ⇤Monte Carlo integration over phase space

- SPA ⇤Van Vleck-Gutzwiller propagator

K (x, t; x�, 0) ⇥
⇥

j

����
1

detmqp

����
1/2

exp{iSj(x, x�, t)/~� i⇥�j/2}

- “Maslov-Phase” is already incorporated

- no problems at caustics, FGA is uniform ⇤Kay (2006)

- FGA is unitary (in SPA) ⇤Herman (1986)

- Approximation to CCS ⇤Shalashilin and Child

- iterative improvement is possible ⇤Pollak group, Kay group

Semiclassical hybrid dynamics 27.10.2011 12
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Jan Michael Rost 
Max-Planck-Institute for the  

Physics of Complex Systems, Dresden 

Dominant interaction hamiltonians  
DIH 



Overview 

§  5 dof example: planar e-  He+ scattering 

§  1.5 dof example: e-  - ion scattering under laser pulse (HHG) 

 



mpipks 

Finite �
Systems �

Deflection functions: energy & angular momentum 

full DIH 

(projectile) 

(E1= -2; E = 0.5;   ε*= E2
(f)/E ) 



mpipks 

Finite �
Systems �

DiH quantitativ-  
spectra: energy & angular momentum 
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DiH qualitative –  
collision sequences ‘1’: kick (near field) 

‘2’: switch (far field) 

full 

DIH 
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DiH qualitative –  
collision sequences ‘1’: kick (near field) 

‘2’: switch (far field) 

full 

DIH 

‘22’: elastic 
 
‘12’: excitation (classical 
        exchange) 
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DiH  two electrons, summary 
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Stability of periodic orbits & 
orbiting resonances 
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Stability of periodic orbits & 
orbiting resonances 
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Thanks ! 


