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I ORGANIZE

I VISUALIZE

I SUMMARIZE

I SEARCH

I PREDICT

I UNDERSTAND



TOPIC MODELING

1. Discover the thematic structure

2. Annotate the documents

3. Use the annotations to visualize, organize, summarize, ...
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Figure 5
Topics found in a corpus of 1.8 million articles from the New York Times. Modified from Hoffman et al. (2013).

a particular movie), our prediction of the rating depends on a linear combination of the user’s
embedding and the movie’s embedding. We can also use these inferred representations to find
groups of users that have similar tastes and groups of movies that are enjoyed by the same kinds
of users.

Figure 4c illustrates the graphical model. This model is closely related to a linear factor model,
except that each cell’s distribution is determined by hidden variables that depend on the cell’s row
and column. The overlapping plates show how the observations at the nth row share its embedding
wn but use different variables γm for each column. Similarly, the observations in the mth column
share its embedding γm but use different variables wn for each row. Casting matrix factorization
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Figure B.4: In a traditional ideal point model, lawmakers’ ideal points are static. In the
issue-adjusted ideal point model, lawmakers’ ideal points change when they vote on certain
issues, such as taxation (top panel) and health (bottom panel). A line segment connects
select lawmakers’ ideal points (top row of each panel) to their issue-adjusted ideal points
(bottom row of each panel). Unlabeled lawmakers are illustrated by the remaining, faint line
segments. We have colored Democrats blue and Republicans red.
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Visualization
Matthew Connelly’s 
History Lab at Columbia

U.S. State Department Cables

What interesting events can 
be found in these messages?

How can we describe events?

What relationships do different 
entities have?

data

• communications between the 
U.S. State Department and 
its embassies (“cables”) 

• around two million cables 

• sent between 1973 and 1977

I Historians want to identify important events from primary sources.

I Example: Embassies send cables to each other during the 1970s

I Goal: Use topic models to discover events in this data set



This talk

1. Introduction to topic modeling

2. Topic models for understanding history

3. The bigger picture: Using probability models to solve problems with data



Introduction to Topic Modeling



Documents exhibit multiple topics.



gene     0.04
dna      0.02
genetic  0.01
.,,

life     0.02
evolve   0.01
organism 0.01
.,,

brain    0.04
neuron   0.02
nerve    0.01
...

data     0.02
number   0.02
computer 0.01
.,,

Topics Documents Topic proportions and
assignments

Latent Dirichlet Allocation



Topics Documents Topic proportions and
assignments

Latent Dirichlet Allocation
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LDA as a graphical model

I Nodes are random variables; edges indicate dependence.

I Shaded nodes are observed; unshaded nodes are hidden.

I Plates indicate replicated variables.
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LDA as a graphical model

I Encodes independence assumptions about the variables

I Defines a factorization of the joint probability distribution

I Connects to algorithms for computing with data



˛ ✓d zd;n wd;n ˇk
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K

I The joint defines a posterior, p.�; z; ˇ jw/.

I From a collection of documents, infer

– Per-word topic assignment zd;n
– Per-document topic proportions �d
– Per-corpus topic distributions ˇk

I Then use posterior expectations to perform the task at hand:
information retrieval, document similarity, exploration, and others.



˛ ✓d zd;n wd;n ˇk
N D

⌘

K

I Mean field variational methods (Blei et al., 2001, 2003)

I Expectation propagation (Minka and Lafferty, 2002)

I Collapsed Gibbs sampling (Griffiths and Steyvers, 2002)

I Distributed sampling (Newman et al., 2008; Ahmed et al., 2012)

I Collapsed variational inference (Teh et al., 2006)

I Stochastic inference (Hoffman et al., 2010, 2013; Mimno et al., 2012)

I Factorization inference (Arora et al., 2012; Anandkumar et al., 2012)



˛ ✓d zd;n wd;n ˇk
N D

⌘

K

I LDA in R [https://cran.r-project.org/web/packages/lda/]

I GenSim [https://radimrehurek.com/gensim]

I Mallet [http://mallet.cs.umass.edu]

I Vowpal Wabbit [http://hunch.net/�vw/]

I Apache Spark [http://spark.apache.org/]

I SciKit Learn [http://scikit-learn.org/]



I Data: The OCR’ed collection of Science from 1990–2000

– 17K documents
– 11M words
– 20K unique terms (stop words and rare words removed)

I Model: 100-topic LDA model using variational inference.
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“Genetics” “Evolution” “Disease” “Computers”

human evolution disease computer
genome evolutionary host models

dna species bacteria information
genetic organisms diseases data
genes life resistance computers

sequence origin bacterial system
gene biology new network

molecular groups strains systems
sequencing phylogenetic control model

map living infectious parallel
information diversity malaria methods

genetics group parasite networks
mapping new parasites software
project two united new

sequences common tuberculosis simulations



ST01CH10-Blei ARI 4 December 2013 17:0

Game

Second

Season
Team

Play

Games

Players

Points

Coach

Giants

1

House

Bush

Political

Party

Clinton
Campaign

Republican

Democratic

Senator
Democrats

6

School

Life

Children

Family

Says

Women

Help
Mother

Parents
Child

11

Street
School

House

Life

Children

Family
Says

Night

Man

Know

2

Percent

Street

House

Building

Real

Space
Development

Square
Housing

Buildings

7

Percent

Business

Market

Companies

Stock

Bank

Financial

Fund

Investors
Funds

12

Life

Says

Show

Man
Director

Television

Film

Story

Movie

Films

3

Game

Second
Team

Play

Won

Open

Race

Win

Round
Cup

8

Government

Life

War
Women

Political
Black

Church

Jewish

Catholic

Pope

13

House

Life

Children

Man

War

Book

Story

Books

Author

Novel

4

Game

Season

Team

Run
League

Games
Hit

Baseball

Yankees

Mets

9

Street

Show

Art
Museum

Works
Artists

Artist

Gallery

Exhibition
Paintings

14

Street

House

Night
Place

Park

Room

Hotel

Restaurant

Garden

Wine

5

Government

Officials

War
Military

Iraq

Army

Forces

Troops

Iraqi

Soldiers

10

Street

Yesterday
Police

Man

Case
Found

Officer

Shot

Officers

Charged

15

Figure 5
Topics found in a corpus of 1.8 million articles from the New York Times. Modified from Hoffman et al. (2013).

a particular movie), our prediction of the rating depends on a linear combination of the user’s
embedding and the movie’s embedding. We can also use these inferred representations to find
groups of users that have similar tastes and groups of movies that are enjoyed by the same kinds
of users.

Figure 4c illustrates the graphical model. This model is closely related to a linear factor model,
except that each cell’s distribution is determined by hidden variables that depend on the cell’s row
and column. The overlapping plates show how the observations at the nth row share its embedding
wn but use different variables γm for each column. Similarly, the observations in the mth column
share its embedding γm but use different variables wn for each row. Casting matrix factorization
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How does LDA “work”?

I LDA trades off two goals.

1. In each document, allocate its words to few topics.
2. In each topic, assign high probability to few terms.

I These goals are at odds.

– Putting a document in a single topic makes #2 hard:
All of its words must have probability under that topic.

– Putting very few words in each topic makes #1 hard:
To cover a document’s words, it must assign many topics to it.

I Trading off these goals finds groups of tightly co-occurring words.



by emerging groups. Both modalities are driven by the
common goal of increasing data likelihood. Consider the
voting example again; resolutions that would have been as-
signed the same topic in a model using words alone may
be assigned to different topics if they exhibit distinct voting
patterns. Distinct word-based topics may be merged if the
entities vote very similarly on them. Likewise, multiple dif-
ferent divisions of entities into groups are made possible by
conditioning them on the topics.

The importance of modeling the language associated with
interactions between people has recently been demonstrated
in the Author-Recipient-Topic (ART) model [16]. In ART
the words in a message between people in a network are
generated conditioned on the author, recipient and a set
of topics that describes the message. The model thus cap-
tures both the network structure within which the people
interact as well as the language associated with the inter-
actions. In experiments with Enron and academic email,
the ART model is able to discover role similarity of people
better than SNA models that consider network connectivity
alone. However, the ART model does not explicitly capture
groups formed by entities in the network.

The GT model simultaneously clusters entities to groups
and clusters words into topics, unlike models that gener-
ate topics solely based on word distributions such as Latent
Dirichlet Allocation [4]. In this way the GT model discov-
ers salient topics relevant to relationships between entities
in the social network—topics which the models that only
examine words are unable to detect.

We demonstrate the capabilities of the GT model by ap-
plying it to two large sets of voting data: one from US Sen-
ate and the other from the General Assembly of the UN.
The model clusters voting entities into coalitions and si-
multaneously discovers topics for word attributes describing
the relations (bills or resolutions) between entities. We find
that the groups obtained from the GT model are signifi-
cantly more cohesive (p-value < .01) than those obtained
from the Blockstructures model. The GT model also dis-
covers new and more salient topics in both the UN and Sen-
ate datasets—in comparison with topics discovered by only
examining the words of the resolutions, the GT topics are
either split or joined together as influenced by the voters’
patterns of behavior.

2. GROUP-TOPIC MODEL
The Group-Topic Model is a directed graphical model that

clusters entities with relations between them, as well as at-
tributes of those relations. The relations may be either di-
rected or undirected and have multiple attributes. In this
paper, we focus on undirected relations and have words as
the attributes on relations.

In the generative process for each event (an interaction
between entities), the model first picks the topic t of the
event and then generates all the words describing the event
where each word is generated independently according to
a multinomial distribution φt, specific to the topic t. To
generate the relational structure of the network, first the
group assignment, gst for each entity s is chosen condition-
ally on the topic, from a particular multinomial distribution
θt over groups for each topic t. Given the group assignments
on an event b, the matrix V (b) is generated where each cell

V
(b)

gigj represents how often the groups of two senators be-
haved the same or not during the event b, (e.g., voted the

SYMBOL DESCRIPTION
git entity i’s group assignment in topic t
tb topic of an event b

w
(b)
k the kth token in the event b

V
(b)

ij entity i and j’s groups behaved same (1)
or differently (2) on the event b

S number of entities
T number of topics
G number of groups
B number of events
V number of unique words
Nb number of word tokens in the event b
Sb number of entities who participated in the event b

Table 1: Notation used in this paper

! " w v # $

t g % &

N
b S

b
2

T BG2

S T

B

Figure 1: The Group-Topic model

same or not on a bill). The elements of V are sampled from

a binomial distribution γ
(b)
gigj . Our notation is summarized

in Table 1, and the graphical model representation of the
model is shown in Figure 1.

Without considering the topic of an event, or by treat-
ing all events in a corpus as reflecting a single topic, the
simplified model (only the right part of Figure 1) becomes
equivalent to the stochastic Blockstructures model [17]. To
match the Blockstructures model, each event defines a re-
lationship, e.g., whether in the event two entities’ groups
behave the same or not. On the other hand, in our model a
relation may have multiple attributes (which in our exper-
iments are the words describing the event, generated by a
per-topic multinomial).

When we consider the complete model, the dataset is dy-
namically divided into T sub-blocks each of which corre-
sponds to a topic. The complete GT model is as follows,

tb ∼ Uniform(
1

T
)

wit|φt ∼ Multinomial(φt)

φt|η ∼ Dirichlet(η)

git|θt ∼ Multinomial(θt)

θt|α ∼ Dirichlet(α)

V
(b)

ij |γ(b)
gigj

∼ Binomial(γ(b)
gigj

)

γ
(b)
gh |β ∼ Beta(β).

We want to perform joint inference on (text) attributes
and relations to obtain topic-wise group memberships. Since
inference can not be done exactly on such complicated prob-
abilistic graphical models, we employ Gibbs sampling to con-
duct inference. Note that we adopt conjugate priors in our

Indian Buffet Process Compound Dirichlet Process

B selects a subset of atoms for each distribution, and the
gamma random variables φ determine the relative masses
associated with these atoms.

2.4. Focused Topic Models

Suppose H parametrizes distributions over words. Then,
the ICD defines a generative topic model, where it is used
to generate a set of sparse distributions over an infinite num-
ber of components, called “topics.” Each topic is drawn
from a Dirichlet distribution over words. In order to specify
a fully generative model, we sample the number of words
for each document from a negative binomial distribution,
n

(m)
· ∼ NB(

�
k bmkφk, 1/2).2

The generative model for M documents is

1. for k = 1, 2, . . . ,

(a) Sample the stick length πk according to Eq. 1.
(b) Sample the relative mass φk ∼ Gamma(γ, 1).
(c) Draw the topic distribution over words,

βk ∼ Dirichlet(η).

2. for m = 1, . . . ,M ,

(a) Sample a binary vector bm according to Eq. 1.
(b) Draw the total number of words,

n
(m)
· ∼ NB(

�
k bmkφk, 1/2).

(c) Sample the distribution over topics,
θm ∼ Dirichlet(bm · φ).

(d) For each word wmi, i = 1, . . . , n
(m)
· ,

i. Draw the topic index zmi ∼ Discrete(θm).
ii. Draw the word wmi ∼ Discrete(βzmi

).

We call this the focused topic model (FTM) because the
infinite binary matrix B serves to focus the distribution
over topics onto a finite subset (see Figure 1). The number
of topics within a single document is almost surely finite,
though the total number of topics is unbounded. The topic
distribution for the mth document, θm, is drawn from a
Dirichlet distribution over the topics selected by bm. The
Dirichlet distribution models uncertainty about topic pro-
portions while maintaining the restriction to a sparse set of
topics.

The ICD models the distribution over the global topic pro-
portion parameters φ separately from the distribution over
the binary matrix B. This captures the idea that a topic may
appear infrequently in a corpus, but make up a high propor-
tion of those documents in which it occurs. Conversely, a
topic may appear frequently in a corpus, but only with low
proportion.

2Notation n
(m)
k is the number of words assigned to the kth

topic of the mth document, and we use a dot notation to represent
summation - i.e. n

(m)
· =

P
k n

(m)
k .

Figure 1. Graphical model for the focused topic model

3. Related Models
Titsias (2007) introduced the infinite gamma-Poisson pro-
cess, a distribution over unbounded matrices of non-
negative integers, and used it as the basis for a topic model
of images. In this model, the distribution over features
for the mth image is given by a Dirichlet distribution over
the non-negative elements of the mth row of the infinite
gamma-Poisson process matrix, with parameters propor-
tional to the values at these elements. While this results in
a sparse matrix of distributions, the number of zero entries
in any column of the matrix is correlated with the values
of the non-zero entries. Columns which have entries with
large values will not typically be sparse. Therefore, this
model will not decouple across-data prevalence and within-
data proportions of topics. In the ICD the number of zero
entries is controlled by a separate process, the IBP, from
the values of the non-zero entries, which are controlled by
the gamma random variables.

The sparse topic model (SparseTM, Wang & Blei, 2009)
uses a finite spike and slab model to ensure that each topic
is represented by a sparse distribution over words. The
spikes are generated by Bernoulli draws with a single topic-
wide parameter. The topic distribution is then drawn from a
symmetric Dirichlet distribution defined over these spikes.
The ICD also uses a spike and slab approach, but allows
an unbounded number of “spikes” (due to the IBP) and a
more globally informative “slab” (due to the shared gamma
random variables). We extend the SparseTM’s approxima-
tion of the expectation of a finite mixture of Dirichlet dis-
tributions, to approximate the more complicated mixture of
Dirichlet distributions given in Eq. 2.

Recent work by Fox et al. (2009) uses draws from an IBP
to select subsets of an infinite set of states, to model multi-
ple dynamic systems with shared states. (A state in the dy-
namic system is like a component in a mixed membership
model.) The probability of transitioning from the ith state
to the jth state in the mth dynamic system is drawn from a
Dirichlet distribution with parameters bmjγ + τδi,j , where

Chang, Blei
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Figure 2: A two-document segment of the RTM. The variable y indicates whether the two documents are linked. The complete model
contains this variable for each pair of documents. The plates indicate replication. This model captures both the words and the link
structure of the data shown in Figure 1.

formulation, inspired by the supervised LDA model (Blei
and McAuliffe 2007), ensures that the same latent topic as-
signments used to generate the content of the documents
also generates their link structure. Models which do not
enforce this coupling, such as Nallapati et al. (2008), might
divide the topics into two independent subsets—one for
links and the other for words. Such a decomposition pre-
vents these models from making meaningful predictions
about links given words and words given links. In Sec-
tion 4 we demonstrate empirically that the RTM outper-
forms such models on these tasks.

3 INFERENCE, ESTIMATION, AND
PREDICTION

With the model defined, we turn to approximate poste-
rior inference, parameter estimation, and prediction. We
develop a variational inference procedure for approximat-
ing the posterior. We use this procedure in a variational
expectation-maximization (EM) algorithm for parameter
estimation. Finally, we show how a model whose parame-
ters have been estimated can be used as a predictive model
of words and links.

Inference In posterior inference, we seek to compute
the posterior distribution of the latent variables condi-
tioned on the observations. Exact posterior inference is in-
tractable (Blei et al. 2003; Blei and McAuliffe 2007). We
appeal to variational methods.

In variational methods, we posit a family of distributions
over the latent variables indexed by free variational pa-
rameters. Those parameters are fit to be close to the true
posterior, where closeness is measured by relative entropy.
See Jordan et al. (1999) for a review. We use the fully-
factorized family,

q(Θ,Z|γ,Φ) =
�

d [qθ(θd|γd)
�

n qz(zd,n|φd,n)] , (3)

where γ is a set of Dirichlet parameters, one for each doc-

ument, and Φ is a set of multinomial parameters, one for
each word in each document. Note that Eq [zd,n] = φd,n.

Minimizing the relative entropy is equivalent to maximiz-
ing the Jensen’s lower bound on the marginal probability of
the observations, i.e., the evidence lower bound (ELBO),

L =
�

(d1,d2)
Eq [log p(yd1,d2

|zd1
,zd2

,η, ν)]+
�

d

�
n Eq [log p(wd,n|β1:K , zd,n)]+�

d

�
n Eq [log p(zd,n|θd)]+�

d Eq [log p(θd|α)] + H(q), (4)

where (d1, d2) denotes all document pairs. The first term
of the ELBO differentiates the RTM from LDA (Blei et al.
2003). The connections between documents affect the ob-
jective in approximate posterior inference (and, below, in
parameter estimation).

We develop the inference procedure under the assumption
that only observed links will be modeled (i.e., yd1,d2 is ei-
ther 1 or unobserved).1 We do this for two reasons.

First, while one can fix yd1,d2
= 1 whenever a link is ob-

served between d1 and d2 and set yd1,d2 = 0 otherwise, this
approach is inappropriate in corpora where the absence of
a link cannot be construed as evidence for yd1,d2

= 0. In
these cases, treating these links as unobserved variables is
more faithful to the underlying semantics of the data. For
example, in large social networks such as Facebook the ab-
sence of a link between two people does not necessarily
mean that they are not friends; they may be real friends
who are unaware of each other’s existence in the network.
Treating this link as unobserved better respects our lack of
knowledge about the status of their relationship.

Second, treating non-links links as hidden decreases the
computational cost of inference; since the link variables are
leaves in the graphical model they can be removed when-

1Sums over document pairs (d1, d2) are understood to range
over pairs for which a link has been observed.
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Figure 1: In the graphical model of the STM, a document is made up of a number of sentences,
represented by a tree of latent topics z which in turn generate words w. These words’ topics are
chosen by the topic of their parent (as encoded by the tree), the topic weights for a document θ,
and the node’s parent’s successor weights π. (For clarity, not all dependencies of sentence nodes
are shown.) The structure of variables for sentences within the document plate is on the right, as
demonstrated by an automatic parse of the sentence “Some phrases laid in his mind for years.” The
STM assumes that the tree structure and words are given, but the latent topics z are not.

is going to be a noun consistent as the object of the preposition “of.” Thematically, because it is in
a travel brochure, we would expect to see words such as “Acapulco,” “Costa Rica,” or “Australia”
more than “kitchen,” “debt,” or “pocket.” Our model can capture these kinds of regularities and
exploit them in predictive problems.

Previous efforts to capture local syntactic context include semantic space models [6] and similarity
functions derived from dependency parses [7]. These methods successfully determine words that
share similar contexts, but do not account for thematic consistency. They have difficulty with pol-
ysemous words such as “fly,” which can be either an insect or a term from baseball. With a sense
of document context, i.e., a representation of whether a document is about sports or animals, the
meaning of such terms can be distinguished.

Other techniques have attempted to combine local context with document coherence using linear
sequence models [8, 9]. While these models are powerful, ordering words sequentially removes
the important connections that are preserved in a syntactic parse. Moreover, these models gener-
ate words either from the syntactic or thematic context. In the syntactic topic model, words are
constrained to be consistent with both.

The remainder of this paper is organized as follows. We describe the syntactic topic model, and
develop an approximate posterior inference technique based on variational methods. We study its
performance both on synthetic data and hand parsed data [10]. We show that the STM captures
relationships missed by other models and achieves lower held-out perplexity.

2 The syntactic topic model

We describe the syntactic topic model (STM), a document model that combines observed syntactic
structure and latent thematic structure. To motivate this model, we return to the travel brochure
sentence “In the near future, you could find yourself in .”. The word that fills in the blank is
constrained by its syntactic context and its document context. The syntactic context tells us that it is
an object of a preposition, and the document context tells us that it is a travel-related word.

The STM attempts to capture these joint influences on words. It models a document corpus as
exchangeable collections of sentences, each of which is associated with a tree structure such as a

2

This provides an inferential speed-up that makes it
possible to fit models at varying granularities. As ex-
amples, journal articles might be exchangeable within
an issue, an assumption which is more realistic than
one where they are exchangeable by year. Other data,
such as news, might experience periods of time without
any observation. While the dDTM requires represent-
ing all topics for the discrete ticks within these periods,
the cDTM can analyze such data without a sacrifice
of memory or speed. With the cDTM, the granularity
can be chosen to maximize model fitness rather than
to limit computational complexity.

We note that the cDTM and dDTM are not the only
topic models to take time into consideration. Topics
over time models (TOT) [23] and dynamic mixture
models (DMM) [25] also include timestamps in the
analysis of documents. The TOT model treats the
time stamps as observations of the latent topics, while
DMM assumes that the topic mixture proportions of
each document is dependent on previous topic mix-
ture proportions. In both TOT and DMM, the topics
themselves are constant, and the time information is
used to better discover them. In the setting here, we
are interested in inferring evolving topics.

The rest of the paper is organized as follows. In sec-
tion 2 we describe the dDTM and develop the cDTM
in detail. Section 3 presents an efficient posterior in-
ference algorithm for the cDTM based on sparse varia-
tional methods. In section 4, we present experimental
results on two news corpora.

2 Continuous time dynamic topic
models

In a time stamped document collection, we would like
to model its latent topics as changing through the
course of the collection. In news data, for example, a
single topic will change as the stories associated with
it develop. The discrete-time dynamic topic model
(dDTM) builds on the exchangeable topic model to
provide such machinery [2]. In the dDTM, documents
are divided into sequential groups, and the topics of
each slice evolve from the topics of the previous slice.
Documents in a group are assumed exchangeable.

More specifically, a topic is represented as a distribu-
tion over the fixed vocabulary of the collection. The
dDTM assumes that a discrete-time state space model
governs the evolution of the natural parameters of the
multinomial distributions that represent the topics.
(Recall that the natural parameters of the multino-
mial are the logs of the probabilities of each item.)
This is a time-series extension to the logistic normal
distribution [26].

Figure 1: Graphical model representation of the
cDTM. The evolution of the topic parameters βt is
governed by Brownian motion. The variable st is the
observed time stamp of document dt.

A drawback of the dDTM is that time is discretized.
If the resolution is chosen to be too coarse, then the
assumption that documents within a time step are ex-
changeable will not be true. If the resolution is too
fine, then the number of variational parameters will ex-
plode as more time points are added. Choosing the dis-
cretization should be a decision based on assumptions
about the data. However, the computational concerns
might prevent analysis at the appropriate time scale.

Thus, we develop the continuous time dynamic topic
model (cDTM) for modeling sequential time-series
data with arbitrary granularity. The cDTM can be
seen as a natural limit of the dDTM at its finest pos-
sible resolution, the resolution at which the document
time stamps are measured.

In the cDTM, we still represent topics in their natural
parameterization, but we use Brownian motion [14] to
model their evolution through time. Let i, j (j > i >
0) be two arbitrary time indexes, si and sj be the time
stamps, and ∆sj ,si be the elapsed time between them.
In a K-topic cDTM model, the distribution of the kth

(1 ≤ k ≤ K) topic’s parameter at term w is:

β0,k,w ∼ N (m, v0)

βj,k,w|βi,k,w, s ∼ N
�
βi,k,w, v∆sj ,si

�
, (1)

where the variance increases linearly with the lag.

This construction is used as a component in the full
generative process. (Note: if j = i+1, we write ∆sj ,si

as ∆sj for short.)

1. For each topic k, 1 ≤ k ≤ K,

(a) Draw β0,k ∼ N (m, v0I).

(a) (b)

Figure 1: (a) LDA model. (b) MG-LDA model.

is still not directly dependent on the number of documents
and, therefore, the model is not expected to suffer from over-
fitting. Another approach is to use a Markov chain Monte
Carlo algorithm for inference with LDA, as proposed in [14].
In section 3 we will describe a modification of this sampling
method for the proposed Multi-grain LDA model.

Both LDA and PLSA methods use the bag-of-words rep-
resentation of documents, therefore they can only explore
co-occurrences at the document level. This is fine, provided
the goal is to represent an overall topic of the document,
but our goal is different: extracting ratable aspects. The
main topic of all the reviews for a particular item is virtu-
ally the same: a review of this item. Therefore, when such
topic modeling methods are applied to a collection of re-
views for different items, they infer topics corresponding to
distinguishing properties of these items. E.g. when applied
to a collection of hotel reviews, these models are likely to in-
fer topics: hotels in France, New York hotels, youth hostels,
or, similarly, when applied to a collection of Mp3 players’
reviews, these models will infer topics like reviews of iPod
or reviews of Creative Zen player. Though these are all valid
topics, they do not represent ratable aspects, but rather de-
fine clusterings of the reviewed items into specific types. In
further discussion we will refer to such topics as global topics,
because they correspond to a global property of the object
in the review, such as its brand or base of operation. Dis-
covering topics that correlate with ratable aspects, such as
cleanliness and location for hotels, is much more problem-
atic with LDA or PLSA methods. Most of these topics are
present in some way in every review. Therefore, it is difficult
to discover them by using only co-occurrence information at
the document level. In this case exceedingly large amounts
of training data is needed and as well as a very large num-
ber of topics K. Even in this case there is a danger that
the model will be overflown by very fine-grain global topics
or the resulting topics will be intersection of global topics
and ratable aspects, like location for hotels in New York.
We will show in Section 4 that this hypothesis is confirmed
experimentally.

One way to address this problem would be to consider co-
occurrences at the sentence level, i.e., apply LDA or PLSA to
individual sentences. But in this case we will not have a suf-
ficient co-occurrence domain, and it is known that LDA and
PLSA behave badly when applied to very short documents.
This problem can be addressed by explicitly modeling topic
transitions [5, 15, 33, 32, 28, 16], but these topic n-gram

models are considerably more computationally expensive.
Also, like LDA and PLSA, they will not be able to distin-
guish between topics corresponding to ratable aspects and
global topics representing properties of the reviewed item.
In the following section we will introduce a method which
explicitly models both types of topics and efficiently infers
ratable aspects from limited amount of training data.

2.2 MG-LDA
We propose a model called Multi-grain LDA (MG-LDA),

which models two distinct types of topics: global topics and
local topics. As in PLSA and LDA, the distribution of global
topics is fixed for a document. However, the distribution of
local topics is allowed to vary across the document. A word
in the document is sampled either from the mixture of global
topics or from the mixture of local topics specific for the
local context of the word. The hypothesis is that ratable
aspects will be captured by local topics and global topics
will capture properties of reviewed items. For example con-
sider an extract from a review of a London hotel: “. . . public
transport in London is straightforward, the tube station is
about an 8 minute walk . . . or you can get a bus for £1.50”.
It can be viewed as a mixture of topic London shared by
the entire review (words: “London”, “tube”, “£”), and the
ratable aspect location, specific for the local context of the
sentence (words: “transport”, “walk”, “bus”). Local topics
are expected to be reused between very different types of
items, whereas global topics will correspond only to partic-
ular types of items. In order to capture only genuine local
topics, we allow a large number of global topics, effectively,
creating a bottleneck at the level of local topics. Of course,
this bottleneck is specific to our purposes. Other applica-
tions of multi-grain topic models conceivably might prefer
the bottleneck reversed. Finally, we note that our definition
of multi-grain is simply for two-levels of granularity, global
and local. In principle though, there is nothing preventing
the model described in this section from extending beyond
two levels. One might expect that for other tasks even more
levels of granularity could be beneficial.

We represent a document as a set of sliding windows, each
covering T adjacent sentences within it. Each window v in
document d has an associated distribution over local topics
θloc

d,v and a distribution defining preference for local topics
versus global topics πd,v. A word can be sampled using any
window covering its sentence s, where the window is chosen
according to a categorical distribution ψs. Importantly, the
fact that the windows overlap, permits to exploit a larger
co-occurrence domain. These simple techniques are capable
of modeling local topics without more expensive modeling of
topics transitions used in [5, 15, 33, 32, 28, 16]. Introduction
of a symmetrical Dirichlet prior Dir(γ) for the distribution
ψs permits to control smoothness of topic transitions in our
model.

The formal definition of the model with Kgl global and
Kloc local topics is the following. First, draw Kgl word
distributions for global topics ϕgl

z from a Dirichlet prior
Dir(βgl) and Kloc word distributions for local topics ϕloc

z′
from Dir(βloc). Then, for each document d:

• Choose a distribution of global topics θgl
d ∼ Dir(αgl).

• For each sentence s choose a distribution ψd,s(v) ∼
Dir(γ).

• For each sliding window v
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Figure 1: Three related models, and the ART model. In all models, each observed word,
w, is generated from a multinomial word distribution, φz, specific to a particular
topic/author, z, however topics are selected differently in each of the models.
In LDA, the topic is sampled from a per-document topic distribution, θ, which
in turn is sampled from a Dirichlet over topics. In the Author Model, there is
one topic associated with each author (or category), and authors are sampled
uniformly. In the Author-Topic model, the topic is sampled from a per-author
multinomial distribution, θ, and authors are sampled uniformly from the observed
list of the document’s authors. In the Author-Recipient-Topic model, there is
a separate topic-distribution for each author-recipient pair, and the selection of
topic-distribution is determined from the observed author, and by uniformly sam-
pling a recipient from the set of recipients for the document.

its generative process for each document d, a set of authors, ad, is observed. To generate
each word, an author x is chosen uniformly from this set, then a topic z is selected from a
topic distribution θx that is specific to the author, and then a word w is generated from a
topic-specific multinomial distribution φz. However, as described previously, none of these
models is suitable for modeling message data.

An email message has one sender and in general more than one recipients. We could
treat both the sender and the recipients as “authors” of the message, and then employ the
AT model, but this does not distinguish the author and the recipients of the message, which
is undesirable in many real-world situations. A manager may send email to a secretary and
vice versa, but the nature of the requests and language used may be quite different. Even
more dramatically, consider the large quantity of junk email that we receive; modeling the
topics of these messages as undistinguished from the topics we write about as authors would
be extremely confounding and undesirable since they do not reflect our expertise or roles.

Alternatively we could still employ the AT model by ignoring the recipient information
of email and treating each email document as if it only has one author. However, in this
case (which is similar to the LDA model) we are losing all information about the recipients,
and the connections between people implied by the sender-recipient relationships.
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I Organizing and finding patterns in text is important
in the sciences, humanities, industry, and culture.

I LDA is a simple building block that enables many applications.
Topic modeling is an active field of research.

I Algorithmic improvements let us fit models to massive data.
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Figure S2: Population structure inferred from the TGP data set using the TeraStructure algorithm
at three values for the number of populations K. The visualization of the ✓’s in the Figure shows
patterns consistent with the major geographical regions. Some of the clusters identify a specific
region (e.g. red for Africa) while others represent admixture between regions (e.g. green for Eu-
ropeans and Central/South Americans). The presence of clusters that are shared between different
regions demonstrates the more continuous nature of the structure. The new cluster from K = 7 to
K = 8 matches structure differentiating between American groups. For K = 9, the new cluster is
unpopulated.
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I Case study in text analysis with probability models

I Topic modeling research

– develops new models.
– develops new inference algorithms.
– develops new applications, visualizations, tools.



Topic Models for Understanding History



Visualization
Matthew Connelly’s 
History Lab at Columbia

U.S. State Department Cables

What interesting events can 
be found in these messages?

How can we describe events?

What relationships do different 
entities have?

data

• communications between the 
U.S. State Department and 
its embassies (“cables”) 

• around two million cables 

• sent between 1973 and 1977

I Historians want to identify important events from primary sources.

I Example: Embassies send cables to each other during the 1970s

I Goal: Use topic models to find events in this data set
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Topic models (by themselves) are a start. But they don’t identify events.
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I Embassies typically discuss their usual business

I When a cable is about an event:

– It diverges from the usual business of the sender
– Multiple embassies discuss it

I Usual business is framed in terms of topics;
events are framed in terms of words.
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Hidden variables

I Topics

I Event description (per week)

I Topic description (per entity)

I Topic strength, event strength (per cable)

Observed variables

I Cables (per-week, per-entity)
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To find events:

I Calculate the posterior of the hidden variables given the observed variables

I Examine cables where the event strength is high
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1976-07-03 | PARIS | STATE | AIR FRANCE HIJACKING

1. THE FOLLOWING IS A COMPOSITE REPORT ON SOME OF THE ASPECTS OF
THE RECENT HIJACKING OF THE AIR FRANCE AIRBUS BASED ON
CONVERSATIONS WITH A NUMBER OF THE AMERICANS WHO WERE RELEASED.
THEIR ACCOUNTS WERE GENERALLY CONGRUENT AND COINCIDE WITH THE
REPORTS FROM THE GERMAN EMBASSY IN KAMPALA (REF. A). SINCE MANY
ASPECTS ARE A MATTER OF IMPRESSION RATHER THAN FIRM OBSERVATION,
THERE ARE SOME DIFFERENCES IN THE ACCOUNTS, WHICH WE NOTE. WE GO
OVER SOME OF THE SAME GROUND COVERED IN THE ACCOUNTS IN REFS B, C
AND D. THERE IS SOME CONFUSION OVER NOMENCLATURE FOR THE THREE
EIEMENTS INVOLVED IN THE HIJACKING. ALL THE AMERICANS REFERRED TO
MEMBERS OF ALL THREE AS PLO PRESUMABLY SINCE ENGLISH SPEAKING
GERMANS WITH WHOM THEY HAD MOST CONTACT SAID THEY WORKED FOR PLO.
BUT THE ARABS ON THE GROUND WHO WERE APPARENTLY IN CHARGE OF THE
WHOLE CHE GUEVARA COMMANDO GROUP MADE THE DISTINCTION AND SPECIFIED
THEY WORKED FOR PFLP AND NOT PLO. GERMANS PERHAPS DID NOT
UNDERSTAND THE DISTINCTION. 2. RETAINED AMERICANS. SOME OF THE
AMERICANS HAD IDENTIFIED GEORGE AND RENE KARFUNKEL AS AMERICANS AND
WERE AWARE THAT THEY HAD ONLY AMERICAN PASSPORTS AND HAD BEEN IN
ISRAEL ONLY BRIEFLY. NO ONE HAD A SATISFACTORY EXPLANATION OF WHY
THE KARFUNKELS HAD NOT BEEN RELEASED WITH THE OTHER AMERICANS. THE
KARFUNKELS APPEARED VERY ORTHODOX, ATE ONLY KOSHER FOOD...



1976-07-03 | BONN | STATE | HIJACKING OF FRENCH AIRBUS

1. FRG INFORMED EMBASSY AT 2130 LOCAL THAT FRENCH GOVERNMENT HAS
PASSED IT THE FOLLOWING MESSAGE: A. THE HIJACKERS REJECT ANY
EXCHANGE OUTSIDE OF ENTEBBE AIRPORT. B. THE EXCHANGE MUST TAKE
PLACE UNDER THE SUPERVISION OF AMIN (OR OTHER HIGH UGANDAN
OFFICIAL), TWO FRENCH REPS, AND SOMALI AMBASSADOR. C. HIJACKERS NOT
PREPARED TO DISTINGUISH BETWEEN THE PRISONERS HELD IN ISRAEL AND
THOSE HELD IN OTHER COUNTRIES. D. ALL HOSTAGES MUST BE EXCHANGED
AGAINST ALL THE PRISONERS. E. THE HIJACKERS EXPECT AN ANSWER FROM
ALL FOUR COUNTRIES HOLDING PRISONERS, NOT ONLY ISRAEL. F. THE
HIJACKERS REFER TO THE COMPLETE LIST OF 53 "COMRADES." G. THE
HIJACKERS INSIST AGAIN ON A PACKAGE DEAL: 53 "COMRADES" AGAINST ALL
THE HOSTAGES AT ENTEBBE AIRPORT.
2. THE FRENCH PASSED A SECOND MESSAGE, THIS ONE FROM AMIN: AMIN
TOLD THE FRENCH AMBASSADOR THAT HE EXPECTS ALL FOUR COUNTRIES TO
COMMUNICATE TO HIM THE FLIGHT NUMBERS AND ETA OF ALL AIRCRAFT
BRINGING PRISONERS TO UGANDA BEFORE THE END OF THE ULTIMATUM. (HE
DID NOT SPECIFY AN HOUR.)
3. THE FRG CRISIS CENTER TOLD US THE FRG IS CONSULTING WITH THE
OTHER GOVERNMENTS INVOLVED AT THE HIGHEST LEVEL. IT HAS NOT RPT NOT
REACHED A DECISION ON RELEASE OF PRISONERS. HILLENBRAND



1976-07-04 | TEL AVIV | STATE | U.S. CITIZENS FROM HIJACKED AIR FRANCE PLANE

1. ACCORDING TO AS YET PROVISIONAL INFORMATION OBTAINED FROM IDF
SPOKESMAN AND PASSENGERS, THERE WERE FOUR AMERICAN CITIZENS AMONG
PASSENGERS FROM HIJACKED AIR FRANCE FLIGHT BROUGHT TO ISRAEL ON
JULY 4. THEY ARE GEORGE AND RENE GARFUNKEL OF NEW YORK CITY; MRS.
JANETTE ALMOG (HUSBAND ESRA ALMOG IS ISRAELI CITIZEN) OF MADISON
WISCONSIN; AND MOSHE PERES OF NEW HAVEN CONNECTICUT. ALL RETURNED
PASSENGERS ARE REPORTED WELL IN TEL AVIV. THOSE IN TRANSIT ARE
BEING HOUSED AT PLAZA HOTEL IN TEL AVIV.
2. PASSENGERS KILLED DURING LIBERATION WERE JEAN-JACQUES MIMOUNI
REPORTEDLY OF FRENCH NATIONALITY AND MRS IDA BOROCHOWITZ, AN
ISRAELI OF RUSSIAN ORIGIN. ONE ISRAELI SOLDIER DIES IN FIGHT. NINE
PERSONS REQUIRING MEDICAL CARE WERE LEFT IN NAIROBI DURING BRIEF
STOP-OVER.
3. ACCORDING TO THE GARFUNKELS, FRENCH PILOT SAID THAT HIJACKERS
ENTERED EMBARKATION AREA WITH SIX PACKAGES CLAIMING THAT THEY
CONTAINED CANDY. AT TIME OF THEIR ENTRY ELECTRICITY ALLEGEDLY WENT
OUT AND STOPPED SCREENING DEVICES FROM WORKING. RATHER THAN DELAY
THE PLANE FOR EXAMINATION OF PACKAGES, THE SIX WERE HURRIED ON
BOARD.
4. GARFUNKELS ARE LEAVING JULY 5 ON EL AL...
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1976-12-20 | STATE | ALL POSTS | GAMING

1. THE GENERAL ACCOUNTING OFFICE IS ACTING UPON A REQUEST, BY THE
HOUSE GOVERNMENT OPERATIONS COMMITTEE, TO GATHER INFORMATION ON THE
OPERATION OF GAMING DEVICES IN ALL EMBASSY AND CONSULATE
FACILITIES. GAMING DEVICES INCLUDE SLOT MACHINES, WHEELS OF CHANCE,
DICE GAMES, ETC. BUT SPECIFICALLY EXCLUDE BINGO.
2. WE NEED TO HAVE FOLLOWING INFORMATION BY PRIORITY CABLE NO
LATER THAN DECEMBER 30. REPLIES SHOULD BE DIRECTED TO LEAMON R.
HUNT, DEPUTY ASSISTANT SECRETARY FOR OPERATIONS. NEGATIVE RESPONSES
ARE REQUIRED. A. NUMBER OF GAMING DEVICES, WHERE LOCATED, AND WHO
MANAGES THEM.
B. OPERATING POLICIES.
C. WHETHER LEASING OR CONCESSIONS ARE PERMITTED, TO INCLUDE
IDENTIFYING MACHINES LEASED OR BELONGING TO CONCESSIONAIRES.
D. NUMBER OF DEVICES PURCHASED AND PROCUREMENT POLICIES.
E. AMOUNT OF PROFITS DERIVED.
3. WE APPRECIATE YOUR PROMPT ATTENTION TO THIS REQUEST. KISSINGER



I 1976-12-21 | BANJUL | STATE | GAMING DEVICES
THERE ARE NO GAMING DEVICES IN EMBASSY FACILITIES.WYGANT

I 1976-12-22 | BREMEN | STATE | GAMING DEVICES
NO RPT NO GAMING DEVICES OF ANY TYPE AT AMCONSUL BREMEN. LONGMYER

I 1976-12-21 | BANGUI | STATE | GAMING DEVICES
THERE ARE NO RPT NO GAMING DEVICES IN EMBASSY FACILITIES. QUAINTON

I 1976-12-22 | BELIZE | STATE | GAMING DEVICES
NEGATIVE RESPONSE. WALSH

I 1976-12-21 | ABIDJAN | STATE | GAMING DEVICES
FOR: LEAMON R. HUNT, DEPUTY ASSISTANT SECRETARY FOR OPERATIONS NO
GAMING DEVICES EXIST AT THIS POST. STEARNS

I 1976-12-21 | ASMARA | STATE | GAMING DEVICES
CONSULATE GENERAL ASMARA NEITHER OPERATES OR OWNS ANY GAMING
DEVICES. WAUCHOPE

I 1976-12-21 | AMMAN | STATE | GAMING DEVICES
EMBASSY AMMAN SUBMITS NEGATIVE REPORT ON AVAILABILITY OF GAMING
DEVICES WITHIN MISSION. PICKERING



Visualization
Matthew Connelly’s 
History Lab at Columbia

U.S. State Department Cables

What interesting events can 
be found in these messages?

How can we describe events?

What relationships do different 
entities have?

data

• communications between the 
U.S. State Department and 
its embassies (“cables”) 

• around two million cables 

• sent between 1973 and 1977

I Topic models can help us find events

I Extensions:

– Network characteristics
– Better characterize an event for fewer “false positives”
– Word embeddings
– Autocorrelated time series



Discussion: Modern Probabilistic Modeling



STATISTICS
MACHINE LEARNING

DATA SCIENCE

PROBABILISTIC 
MODELING

TOPIC 
MODELING



I. Assume our data come from a model with hidden patterns at work

Topics Documents Topic proportions and
assignments



II. Discover those patterns from data

��
D arg max

�
Eq Œlogp.x; z; ˇ j˛/�CH Œq.z; ˇ j �/�



III. Use the discovered patterns to predict about and explore the data
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Figure S2: Population structure inferred from the TGP data set using the TeraStructure algorithm
at three values for the number of populations K. The visualization of the ✓’s in the Figure shows
patterns consistent with the major geographical regions. Some of the clusters identify a specific
region (e.g. red for Africa) while others represent admixture between regions (e.g. green for Eu-
ropeans and Central/South Americans). The presence of clusters that are shared between different
regions demonstrates the more continuous nature of the structure. The new cluster from K = 7 to
K = 8 matches structure differentiating between American groups. For K = 9, the new cluster is
unpopulated.

28

Our perspective:

I Customized data analysis is important to many fields.

I This pipeline separates assumptions, computation, application.

I It facilitates solving data science problems.
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What we need in probabilistic ML:

I Flexible and expressive components for building models

I Scalable and generic inference algorithms

I Easy to use software to stretch probabilistic modeling into new areas
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Criticize model

Revise



We should seek out unfamiliar summaries of observational material, and establish
their useful properties... And still more novelty can come from finding, and evading,
still deeper lying constraints.

(John Tukey, The Future of Data Analysis, 1962)


