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Physical sciences and mathematics enjoyed a symbiotic relationship for millennia, which influenced the kind of resulting mathematics—precision
Problem: no such symbiotic relationship currently exists for mathematics and the social/behavioral sciences
Must be created — qualitative!
But, what is needed?
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\[ f \text{ is continuous, but not known} \]
Three types: 2/3, 1/3 plus 1/2
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\[
\begin{align*}
\frac{dx_1}{dt} &= x_1 \left[ \frac{1}{3} (1 - x_1 - 2x_1x_2) - \frac{1}{2} x_3 (1 - x_2) \right] \\
\frac{dx_2}{dt} &= x_2 \left[ \frac{1}{3} x_1 (1 - 2x_2) - \frac{1}{2} x_3 (1 - x_2) \right] \\
\frac{dx_3}{dt} &= x_3 \left[ \frac{1}{3} (-x_1 - 2x_1x_2) + \frac{1}{2} (1 - x_3)(1 - x_2) \right]
\end{align*}
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Key is wedding between local information, basic assumption of change ($x'=f(x)$) and data, data, data leading to predictions.

One approach, but provides new insights and conclusions offers way to narrow down on choice of $f(x)$. 