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Mathematical optimization can provide significant 
benefits in many use cases and industries
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Requires creating an optimization model for the 
business problem

© Copyright IBM Corporation 2021

IBM Research / February 28, 2022 / © 2022 IBM Corporation

“Natural Language” Description
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Model in modeling Language
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Mathematically
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Current Optimization Modeling Process
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Understand 
business 
problem

Create formal 
model of business 

problem

Translate into 
optimization 

model

Validate the 
optimization 

model 

Tune for 
Efficiency



Comparing optimization modeling paradigms
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ConsProsApproach

• Most difficult to create
• Very difficult to customize with new 

constratints.

Provides best solution for specific problemCustom algorithm

• Requires rare optimization modeling 
expertise to model and tune

• Provides optimality gap
• Extremely efficient when modelled 

correctly and tuned

Mathematical Programming (e.g. MILP)

• Requires deep understanding of 
specific algorithm to provide good 
solution

• No theoretical optimality gap
• Often less suitable for continuous 

decision variables

• Easy to create running model
• Can be significantly more efficient than 

MILP for some problem types (e.g., VRP)

Metaheuristics

• Curse of dimensionality/extensive 
hyperparameter and algorithm tuning

• Incorporating constraints
• Inherent uncertainty makes 

explainability more difficult

• Higher level abstraction 
(states/actions/rewards)

• Inherent handling of uncertainty

Markov Decision 
Processes/Reinforcement Learning



AI Can Significantly 
Simplify Model 

Creation but 
Introduces new 

Problems
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Constraint Learning – learning difficult to model constraints 
from data (Subramanian et. al. 2019, Maragno et. al. 2021,…,)
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Introduces inaccuracies different from the one in traditional ML which need to be 

accounted for 

D = { 𝑥௜, 𝑝௜, 𝑧௜ }
• 𝑥௜ - historical decision
• 𝑝௜ - historical uncontrollable
• 𝑧௜ - historical objective and 

constraints outcome



Example Problem – World Food Palatability [Peters et. al. 2021]

IBM Research / February 28, 2022 / © 2022 IBM Corporation 11

• Provide optimal food basket to developing countries

• Objective: Minimize costs

• Explicit constraints: Nutritional composition

• Hard to model constraints: Palatability

• Create regression function using data from historical baskets to 

palatability score 

• Add constraint: 



Problem formulation
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Feasibility set Ω

Objective function 𝑓

”Actual” 

optimization 

formulation 

Feasibility set Ω′

Objective function 𝑓′

Data driven 

optimization 

formulation 

∗
௫ ఢఞ∩ஐ ௣

Desired outcome 

∗
௫ ఢఞ∩ஐᇱ ௣

Obtainable outcome 

How can we ensure that ∗ is a good solution for the actual problem? 

𝐷

𝑝 𝑝
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Shift in Problem Focus
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Tune for efficiency - Learning to optimize

• Node selection [He et al., 2014], [Song, Lanka, Zhao, et al., 2018],  Variable selection [Nair et al., 
2020], [Nair et al., 2020], Cutting planes selection [Baltean-Lugojan et al., 2018], [Tang et al., 
2019], Primal heuristic selection [Khalil, Dilkina, et al., 2017], [Khalil, Dilkina, et al., 2017],…

• ECOLE - Extensible Combinatorial Optimization Learning Environments : https://www.ecole.ai/
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Classic 
Optimizers

Optimization 
Model Instance

Optimization 
Solution

Classical Solution Process

Trainable
Optimizer

Optimization 
Model Instance

Learning-Offline

Trained 
Optimizer

Optimization 
Model

Optimization 
Solution

Learning to Optimize

(Adapted from “Learning to Optimize: A Primer and A Benchmark” Chen et. al 2022)
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Joint work with Orit Davidovich, Parikshit Ram and Dharmashankar Subramanian



Problem formulation

IBM Research / February 28, 2022 / © 2022 IBM Corporation 20
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Ensuring improvements of generated models
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Measure quality of 
generated optimization 

solution

Augment optimization 
model so as to meet 

required quality threshold

𝑫

ᇱ∗

𝑫



Approach
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ᇱ∗ ᇱ
ଵ

ᇱ∗ ∗
ଶ

𝟎
ᇱ∗

𝟐

What we want:

Instead:



Probability of Improvement (POI)
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Uncertainty on 𝑓 represented by a Gaussian Process

𝑓|𝐷 data ~ 𝐺𝑃

⟹ Value @ Point:  𝑓 𝑥, 𝑝  ~ 𝒩 𝜇 𝑥, 𝑝 , 𝜎ଶ 𝑥, 𝑝

⟹ Probability of Improvement:  Pr [𝑓 𝑥଴, 𝑝 − 𝑓 𝑥ᇱ∗
, 𝑝 ≥ ϵ]
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Weighted Probability of Improvement
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Marginalize eighted Probability of Improvement

଴
ᇱ∗

ீ௉
೑|ವᇲ ଴

ᇱ∗

஽ᇲ⊆஽

Prior belief on 

Posterior: ௙|஽

Similarly , probability of constraint satisfaction (PoCS):  ᇱ∗



PoI Experimental Results
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Model Augmentation

Data Sufficiency

Optimal solution -”close” to existing 
dataset 

Model Fidelity

Learnt objective is -“accurate” in 
vicinity of solution 
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and can be tuned to achieve desired PoI/PoCS

Can be used to enhance trust: user can ensure that 
solution is close to previously existing solutions and 
uncontrollables



Augmented optimization formulation
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∗
௫ ఢఞ∩ஐ ௣

ᇱ

subject to:

𝐷𝑎𝑡𝑎 𝑆𝑢𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 𝐶𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠

• Can be formulated as Mixed Integer Linear Program (MILP) when original problem is MILP

• Theoretical guarantee: In some settings, can provide a bound for Pr (𝑓 𝑥ᇱ∗, 𝑝 − 𝑓 𝑥∗, 𝑝 ≤ 𝜀) ≥ (1 − 𝛿ଶ)



Results on WFP Problem
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Joint work with Yishai Feldman and Aviad Sela



Validation first process
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Supply chain inventory replenishment
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• Given the demand forecast, user wants to find 

the optimal (s,S) order policy

• Objective: Minimize lost sales and inventory 

holding costs

• Constraints: Quantity conservation



User has relevant data in spreadsheet
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User adds cells for policy, initial inventory and costs
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User adds formulas for calculating objective and 
intermediate values
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• Stockouts: =MAX(0,B3-C3)

• Remaining inventory: =MAX(C3-B3,0)

• Cost per day:  =G3*$B$18+$D$18*F3

• Order amount based on current (s,S) values: =IF(C3<$B$19,$B$20-C3,0)



User can calculate costs with different values, 
validating solution
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Spreadsheets formulas automatically translated into 
optimization model
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minimize E16;

subject to {
E16 == E3 + E4 + E5 + E6 + E7 + E8 + E9 + E10 + E11 + E12 + E13 + E14 + E15;
E3 == G3 * B18 + D18 * F3;
E4 == G4 * B18 + D18 * F4;

…
F3 == maxl(0, B3 - C3);
G3 == maxl(C3 - B3, 0);
F4 == maxl(0, B4 - C4);
G4 == maxl(C4 - B4, 0);

…
C4 == G3 + D3;
C5 == G4 + D4;

…
(C3 <= B19 - 1 => H3 == B20 - C3) && (C3 >= B19 => H3 == 0);
(C4 <= B19 - 1 => H4 == B20 - C4) && (C4 >= B19 => H4 == 0);

…
}

=IF(C3<$B$19,$B$20-C3,0)



Solution Approch
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Mathematical representation
 High expressive power

 Similar to first-order logic, or a functional programming language

 Powerful and extensible reasoning mechanisms

 Rewrite rules

 Implement transformations for specific targets

 Constraint propagation

 Discover information that is implicit in the specification

 Precise data types; decision variables; variable domains

 Multiple types of inputs: Functional Python, spreadsheet, …

 Multiple types of outputs can be generated:  OPL, docplex, OptaPlanner, …
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Rewriting rules example: If-then-else operator
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Semantics of if-then-else operator

a, b: integer

OPL doesn’t allow ?: operator 
on decision variables

OPL doesn’t allow strict 
comparisons on decision 
variables



Summarry
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• AI can significantly simplify the creation of an optimization model, but 

raises new issues in model validation and efficient model solving

• Presented works on how to validate learnt constraints, and how a 

validation first approach can significantly simplify the end-to-end model 

creation



Future work
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• Validation for constraint learning: More efficient model augmentation

• Validation first approach: extending mathematical representation and rewrite rules 

to cover larger set of optimization problems

• Extending learning to optimize capabilities to extend efficient model solving 

capabilities for meta-heuristic optimizers

• Utilizing large language models as part of an end-to-end optimization model 

generation pipeline

• Utilization of transformer architecture and attention mechanism as part of decision-

making pipelines
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Theoretical Guarantees
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Under the following assumptions

• ∗ (where ௜ ௜ ௜ ௜ )

• ௜ ௜ ௜ such that ௜ , ௜ ௜ ௜ ௙

(Enforced by model sufficiency for )

• is ௙
௉ lipschitz and is ௙መ

௉ Lipschitz for all 

• is ௙
௑ lipschitz and is ௙መ

௑ Lipschitz



Theoretical Guarantee
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Let:
ᇱ∗

௫ ఢఞ∩ஐ ௣ ∩஼௢௡௩ ௑ ௣ ∪(ெிି஼ᇲ)

Then:
ᇱ∗ ∗

௣ ௙
௉

௙መ
௉

௙ ௙
௉

௙መ
௉

Where:
௫೔∈௑(௣)௫ೕ∈௑ ௣

௜ ௝
ଶ

Bound could be extremely loose and may not be useful in practice
• could be very large (depending both on ௣ and 
• The smaller are ௣ and , the less likely it is that 

If we can calculate probability that ∗ , we can calculate 
ᇱ∗ ∗

௣ ௙
௉

௙መ
௉

௙ ௙
௉

௙መ
௉



Data sufficiency

• Input 𝑝 should be “close enough” to historical 
unctrollables:

𝑆 𝑝 ≡ { 𝑥௜, 𝑝௜, 𝑥௜   ∈  𝐷: 𝑑௣ 𝑝, 𝑝௜ ≤ 𝛿௣}

for some distance function 𝑑௣

• Optimal decision should be “close enough” both to 
historical decisions and historical uncontrollable 
𝑄 𝑥, 𝑝 ≡ { 𝑥௜, 𝑝௜, 𝑧௜  ∈ 𝑆 𝑝 : 𝑑௑ 𝑥ᇱ∗, 𝑥௜ ≤ 𝛿௑}

for some distance function 𝑑௑

• Add constraint ensuring that optimal decision and 
uncontrollable “sufficiently close” to enough 
points in the data |ொ(௫,௣|

஽  
≥ 𝜖ௌ
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𝑝

𝑥

𝑥ᇱ∗, 𝑝

𝑆(𝑝) 𝛿௣

𝛿௣

𝑑௑ 𝑥ᇱ∗, 𝑥௜

≤ 𝛿௑

𝛿௑ 𝛿௑

𝑄 𝑥, 𝑝



Model Fidelity

• Learnt objective needs to be accurate enough in region where input uncontrollable and optimal 
decision are 

𝜎 { 𝑧௜ − 𝑓መ 𝑥௜, 𝑝௜ : 𝑥௜, 𝑝௜, 𝑧௜ ∈ 𝑄 𝑥ᇱ∗, 𝑝 } ≤ 𝜖ெ
௙

where 𝜎 is some statistic (max, average, etc.)

• Better to test on the holdout dataset used to train 𝑓መ

• Different accuracy measures could be used
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Augmented optimization formulation
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∗
௫ ఢఞ∩ஐ ௣

ᇱ

subject to:
|ொ(௫,௣|

஽  ௌ (𝐷𝑆 − 𝐶)

௜ ௜ ௜ ௜ ௜ ௜
ᇱ∗

ெ
௙ (𝑀𝐹 − 𝐶)

• Parameterized by 𝛿௣, 𝛿௑, 𝜖ௌ, 𝜖௙
ெ

Can be used to enhance trust: user can ensure that solution is close to previously existing 
solutions and uncontrollables

• Can be formulated as Mixed Integer Linear Program (MILP) when original problem is MILP

• Theoretical guarantee: In some settings, can provide a bound for 
ᇱ∗ ∗

ଶ


